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30.6
million U.S. adults 
have a mobility impairment

Source: US Census, 2010



15.2
million use an assistive aid

Source: US Census, 2010





No Curb Ramps



Physical Obstacles



Surface Problems



Incomplete Sidewalks



Physical Obstacles

No Curb Ramp

Surface Degradation





The National Council on Disability noted that 
there is no comprehensive information on 
“the degree to which sidewalks are 
accessible” in cities.

National Council on Disability, 2007
The impact of the Americans with Disabilities Act: Assessing 
the progress toward achieving the goals of the ADA 



Key stakeholders

People with Mobility Impairments

motivation



Key stakeholders

Caregivers
e.g., *DOTs

motivation

Government Officials

.gov



Why is Accessibility data collection hard? 
motivation

Slow, Manual, and 
Laborious

Huge Cost Localized



Studying the state of street-level accessibility using Google Street View
Past work since 2012



Our Past work

See: Hara et al., 2012; Hara et al., 2013; Hara et al., 2014; Hara, et al., 2015



Our Past work

Small Geographic Regions Specialized populations

See: Hara et al., 2012; Hara et al., 2013; Hara et al., 2014; Hara, et al., 2015



Our Past work

NO public deployments

See: Hara et al., 2012; Hara et al., 2013; Hara et al., 2014; Hara, et al., 2015



How do we enable and sustain large-scale data 
collection of sidewalk accessibility 

across diverse users?



Key research Questions
Project sidewalk deployment study

User Behavior

Data Accuracy

Data Utility
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Key research Questions
Project sidewalk deployment study

User Behavior

Data Accuracy

Data Utility

RQ2
What are the labeling quality differences between paid crowd 
workers and volunteers and the common mistakes made? 

RQ3
What are the perceptions of utility of crowdsourced accessibility 
data and concerns of key stakeholder groups?

RQ1 What are the behavioral differences between paid crowd 
workers and volunteers?





Interactive tool that empowers anyone to virtually walk city streets and 
remotely label accessibility problems

http://projectsidewalk.io
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GSV exploration and 
labeling pane
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Labeling button menu bar
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Label icon
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Context Menu

Severity Rating
Description



Mission Progress Pane
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Route Guidance Top-down map

Turn-by-turn directions



Interactive tutorial
Project sidewalk system

1



Interactive tutorial
Project sidewalk system
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Interactive tutorial
Project sidewalk system
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Interactive tutorial
Project sidewalk system

…1 2 3



Deployment study

18-month deployment ~ Fall 2016 - Spring 2018

Project sidewalk system

Washington DC



Data collected
Deployment study

Labels
205,385

Users
797

miles
2941

Fall 2016 - Spring 2018

Volunteers Turkers



Label examples
Deployment study

142,835
Curb Ramps

21,736
Obstacles

8309
Surface Problems

18,719
Missing Curb Ramps



How accurately did users perform?
Deployment study

~70%
*raw accuracy across all user groups

*Calculated on a subset of the dataset



Only 51% of users finished tutorial 
(avg. time: ~5 mins) Only 30% finished their first mission

Most people who 
complete at least one 
mission, complete at least 
one more.

How engaged were the users?
Deployment study



Key Research Questions
Project sidewalk deployment study

RQ2
What are the labeling quality differences between paid crowd 
workers and volunteers and the common mistakes made? 

RQ1 What are the behavioral differences between paid crowd 
workers and volunteers?

RQ3
What are the perceptions of utility of crowdsourced accessibility 
data and concerns of key stakeholder groups?



User groups

Paid crowdworkers 
(Turkers)

Project sidewalk deployment study

Volunteers

Registered UsersAnonymous Users



Did all user groups behave the same way?

Registered users 

completed more missions
contributed more labels
audited faster
spent most time on Project Sidewalk

RQ1: USER Behavior results

Turkers did more work and were more persistent than both

than anonymous users
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Key Research Questions
Project sidewalk deployment study

RQ2
What are the labeling quality differences between paid crowd 
workers and volunteers and the common mistakes made? 

RQ1 What are the behavioral differences between paid crowd 
workers and volunteers?

RQ3
What are the perceptions of utility of crowdsourced accessibility 
data and concerns of key stakeholder groups?



Did all user groups Label the same way?

44 miles of ground truth data by 3 researchers

From mix of 50 registered and 16 anonymous user routes

Across four quadrants and different land-use zones of DC

62 of 172 DC neighborhoods

Clustered labels from single user then across users

RQ2: data validation study 



Data validation study: DATASET
RQ2: data validation study 

4617 label clusters 

3212 Curb Ramps 295 obstacles 1023 Surface Problems87 Missing Curb Ramps



False Negative

Data validation study: Metrics

Measures correctness of an applied label

Measures %age of correctly identified issues

RQ2: data validation study 

False Positive

Precision

Recall



How accurately did users perform?
RQ2: data validation study

100%

80%

60%

40%

20%

0%
All Anon Reg Turk Turk 3all Turk3maj Turk5all Turk5maj

Precision Recall

Multiple labelers



How accurately did users perform?
RQ2: data validation study

100%

80%

60%

40%

20%

0%
All Anon Reg Turk Turk 3all Turk3maj Turk5all Turk5maj

63%
71%

49%

75%
61%

72% 68% 69%

Precision Recall

Turkers found significantly more issues
with similar precision



What are the hardest Label types?
RQ2: Data validation study

Missing Curb Ramps
20.5% precision | 69.3% recall

Confusion with what justifies as a missing 
curb ramp



What are the hardest Label types?
RQ2: Data validation study

Surface problems | Obstacles in Path
72.6% precision | 47.5% precision 

27.1% recall | 39.9% recall

Hard to find
Requires diligent exploration
Often confused with each other



What are the common labeling mistakes?
RQ2: qualitative analysis of errors



What are the common labeling mistakes?
RQ2: qualitative analysis of errors

432
total error samples analyzed

54
False positives 

54
False negatives 



What are the common labeling mistakes?
RQ2: qualitative analysis of errors

Curb Ramps Missing Curb Ramps Obstacles Surface Problems

44.4% driveway transition

22.2% driveways

14.8% random

29.6% house-to-curb

25.9% no pedestrian route

24.1% curb ramp exists

42.6% not on pedestrian route

37.0% space to avoid obstacle

9.3% wrong label type

46.2% not on pedestrian route

32.7% incorrect label type

11% normal sidewalk tiling

Randomly sampled 54 false positives and 54 false negatives for each label type (432 total error samples analyzed)

66.7% - driveways



Curb Ramps Missing Curb Ramps Obstacles Surface Problems

44.4% driveway transition

22.2% driveways

14.8% random

29.6% house-to-curb

25.9% no pedestrian route

24.1% curb ramp exists

42.6% not on pedestrian route

37.0% space to avoid obstacle

9.3% wrong label type

46.2% not on pedestrian route

32.7% incorrect label type

11% normal sidewalk tiling

Randomly sampled 54 false positives and 54 false negatives for each label type (432 total error samples analyzed)

RQ2

What are the common labeling mistakes?

~30% extended residential walkways



What are the common labeling mistakes?
RQ2: qualitative analysis of errors

Curb Ramps Missing Curb Ramps Obstacles Surface Problems

44.4% driveway transition

22.2% driveways

14.8% random

29.6% house-to-curb

25.9% no pedestrian route

24.1% curb ramp exists

42.6% not on pedestrian route

37.0% space to avoid obstacle

9.3% wrong label type

46.2% not on pedestrian route

32.7% incorrect label type

11% normal sidewalk tiling

Randomly sampled 54 false positives and 54 false negatives for each label type (432 total error samples analyzed)

~50% not on 
pedestrian route

~33% wrong 
label type

~9% wrong label type



What are the common labeling mistakes?
RQ2: qualitative analysis of errors

Curb Ramps Missing Curb Ramps Obstacles Surface Problems

44.4% driveway transition

22.2% driveways

14.8% random

29.6% house-to-curb

25.9% no pedestrian route

24.1% curb ramp exists

42.6% not on pedestrian route

37.0% space to avoid obstacle

9.3% wrong label type

46.2% not on pedestrian route

32.7% incorrect label type

11% normal sidewalk tiling

Randomly sampled 54 false positives and 54 false negatives for each label type (432 total error samples analyzed)

Easy to correct



Key Research Questions
Project sidewalk deployment study

RQ2
What are the labeling quality differences between paid crowd 
workers and volunteers and the common mistakes made? 

RQ1 What are the behavioral differences between paid crowd 
workers and volunteers?

RQ3
What are the perceptions of utility of crowdsourced accessibility 
data and concerns of key stakeholder groups?



Key Research Questions

Are there behavioral and labeling quality differences between paid 
crowd workers and volunteers?

What are the common labeling mistakes? 

What are the perceptions of utility of crowdsourced accessibility data 
and concerns of key stakeholder groups?

Project sidewalk deployment study

RQ1

RQ2

RQ3



What are the stakeholders’ perceptions and concerns?

N=14 across 3 stakeholder groups: MI, CVG, GOV

Perceived Value

Usability

Design Suggestions

Concerns

Rq3: Interview study
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Perceived Value
What are the stakeholders’ perceptions and concerns?
Rq3: Interview study

Enabled rapid data collection

Gathered diverse perspectives about accessibility

Helped engage citizens in thinking about urban design



Perceived Value
What are the stakeholders’ perceptions and concerns?
Rq3: Interview study

It’s really good for a starting point. This is a
first observation, and when you send somebody
out in the field, they can see those observations
and pick up more information. It’s just neat!

-G4



What are the stakeholders’ perceptions and concerns?
Rq3: Interview study

Concerns
Data age i.e., outdated GSV imagery or labels

Data reliability

Conflicted data



Concerns
What are the stakeholders’ perceptions and concerns?
Rq3: Interview study

I would have more confidence if different
people did it, did the same street.

-G4



Concerns
What are the stakeholders’ perceptions and concerns?
Rq3: Interview study

My concern as a user [is that] someone said this
was accessible and I got there and it wasn’t
accessible, because everyone has different
opinions on accessibility.

-MI1



What next?



More cities!
Ongoing and future work

Newberg, OR

40%
Newberg mapped

43
miles covered

5,167
labels



More cities!
Ongoing and future work

Seattle, WA

28%
Seattle mapped

515
miles covered

57,317
labels



Modeling accessibility
Ongoing and future work

What are the correlates to accessibility?
How do we compare accessibility across cities?

vs vs



21,584
Obstacles

8,468
Surface problems

43,725
No Sidewalk

Visualizing accessibility
Ongoing and future work

What are the (in)accessible areas of the city?



Automating data collection using computer vision
Ongoing and future work

Input image







Validation interfaces
Ongoing and future work
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Help make the world more accessible for everyone!

Any Questions?

https://github.com/ProjectSidewalk http://projectsidewalk.io/api
manaswi@cs.uw.edu manaswisahaJoin us. Contact

https://github.com/ProjectSidewalk
http://projectsidewalk.io/api
mailto:manaswi@cs.uw.edu
https://twitter.com/manaswisaha

