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ABSTRACT 
Technologies for blind and low-vision (BLV) people have long been 
a focus of Human-Computer Interaction (HCI) and accessibility 
(ASSETS) research. To map and assess this cross-disciplinary field, 
prior literature reviews have focused on specific BLV research areas 
(e.g., navigation assistance) or study methodologies (e.g., qualitative 
methods). In this paper, we provide a more holistic examination, 
combining both quantitative bibliometric analyses with qualitative 
assessments. Using keyword queries of terms focused on the human 
(e.g., people) and their visual status (e.g., blind, low-vision), we 
first derived a dataset of 880 papers published between 2010-2022 
from ACM and IEEE conferences and journals. We then apply a 
programmatic analysis of this dataset followed by a qualitative 
analysis of the 100 most-cited papers. Our findings highlight four 
major research areas: Accessibility at Home & on the Go, Non-
Visual Interaction, Orientation & Mobility, and Education. We also 
capture the diversity of denominations used to refer to the BLV 
community and their co-occurrences, as well as computer systems 
targeting both blind and low-vision users with a focus on visual 
substitution. We close by suggesting areas for future work and hope 
to stimulate discussions in our field. 

CCS CONCEPTS 
• General and reference → Surveys and overviews; • Social 
and professional topics → People with disabilities; • Human-
centered computing → Accessibility technologies; HCI theory, con-
cepts and models. 
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1 INTRODUCTION 
The design and evaluation of technologies for people who are blind 
and low-vision (BLV)1 has long been a focus of Human-Computer 
Interaction (HCI) research. In a recent HCI literature review, Mack 
et al. [72] found that BLV-related research is the largest accessibility 
focus published at CHI and ASSETS in the last three decades. BLV 
research in HCI itself is both large and diverse spanning topics and 
disciplines, including education [27, 79, 80], virtual environments 
for orientation and mobility training [47, 100], assistance for ac-
tivities of daily living [18], navigation tasks [1, 43, 44] and object 
recognition [19, 139]. 

To assess and understand the scope and diversity of BLV-focused 
research, researchers have conducted a variety of literature re-
views—often focused on a sub-topic such as navigation aids [63, 
89, 97], specific technologies like inertial measurement units [93], 
or specific research methodologies [28]. Brulé et al. [28], for exam-
ple, reviewed 178 BLV studies within ACM (CHI, ASSETS, TOCHI, 
TACCESS) venues to better understand empirical evaluation meth-
ods and develop study method guidelines for future work. While 
serving as partial inspiration for our own research, their analysis 
included only ACM venues, a more narrow focus on evaluation 
methods, and a limited keyword query set for their corpus. 

1Disability language is nuanced, fluid, regional, cultural, and personal [5, 102]. Drawing 
from a recent study by Sharif et al. [102], we use blind and low-vision (BLV) people to 
refer to our primary target community. 
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Due to the exponential growth of scientific publications [21], 
bibliometric methods have been proposed as a complement to meta-
analyses and structured literature reviews [124, 144]. These pro-
grammatic methods enable researchers to examine the relation-
ship between disciplines as well as individual papers via science 
maps and help identify the most influential works algorithmically 
[124, 144]. To provide a wider coverage of BLV-related research 
areas and highlight recent technological trends, we leverage some 
of these automated techniques to analyze BLV-related studies in 
ACM or IEEE venues. Our key research questions include: 
RQ1 What are the main research areas targeting BLV users? 
RQ2 What are the main communities of focus considered in these 

studies (e.g., low-vision, blind, not specified)? 
RQ3 What are the main technological trends and devices used? 
RQ4 What are the common interaction modalities employed with 

regards to the targeted end-users’ visual abilities? 
To address these questions, we first derived a study dataset via 

Scopus by adapting and extending previous keyword queries from 
Brulé et al. [28], Mack et al. [72], and Sharif et al. [103]. We lim-
ited our search to ACM and IEEE conferences and journals from 
2010-2022 resulting in a dataset of 880 BLV papers. For analysis, 
we deductively and inductively developed a conceptual framework 
focused on the relationship between the user and the computer 
system as well as the issues addressed by the proposed solution 
(e.g., digital/physical access, independence). Our findings are based 
on quantitative and qualitative analyses performed at two levels. 
First, we applied standard bibliometric techniques, including doc-
ument bibliographic coupling analysis (DBCA) and text mining 
techniques to the documents’ title, abstract, and author keywords 
(TAK). This enabled us to identify primary research areas, the diver-
sity of BLV terminologies, and recent technological shifts. Second, 
we constructed a subset of the top-cited papers (N=100), which were 
selected proportional to the size of each research area. We then per-
formed a manual coding on this subset to support a complementary, 
in-depth qualitative analysis. 

Our findings highlight Accessibility at Home & on the Go, Non-
Visual Interaction, Orientation & Mobility, and Education as the four 
major BLV research areas within ACM and IEEE. Moreover, in 
accordance with prior studies [28, 72], we highlight not only the 
diversity of terms used to denote the BLV community but also their 
co-occurrences within the same article. Finally, our analysis reveals 
a strong preference for vision substitution systems suitable to both 
blind and low-vision users as well as situations where no inputs are 
required or can be provided by the user. We close with a discussion 
of these findings and opportunities for future work. 

In summary, our primary research contributions include: (1) a 
delineation of the most prominent research areas related to BLV 
across ACM and IEEE; (2) an evidence-based discussion of current 
gaps and opportunities for future work based on our findings; (3) 
an open-source programmatic analysis to support our two-level 
analysis2 . 

2 BACKGROUND AND RELATED WORK 
We first present a synthesis of BLV terminologies found in literature 
before summarizing prior BLV-focused literature reviews in HCI 
2https://github.com/human-ist/BLV-research-analysis 

published between 2010-2022. Finally, we overview bibliometric 
methods and studies relevant to our work. 

2.1 BLV Terminology Differences 
Across regions, cultures, and research disciplines, the terms used to 
refer to the BLV community and even what constitutes "blind" vs. 
"low vision" differs. For instance, within the World Blind Union’s 
list of national BLV federations [118], we note several instances 
where the terms "blind" or "visually impaired" are used to denote 
multiple levels of vision loss (e.g., “American Foundation for the 
Blind”, "Japan Federation of the Visually Impaired") in comparison 
with cases where "blind" and "low-vision" are mentioned separately 
(e.g., “German Federation of the Blind and Partially Sighted”). 

In HCI, and more generally in computer science, BLV-focused 
papers commonly motivate their work by presenting WHO statis-
tics (e.g., [113, 115]). In the latest World Report on Vision published 
in 2019 [134], the WHO estimates that at least 2.2 billion people 
have some form of visual impairment 3 or blindness. Of these, 1 
billion have a preventable vision-related condition. Grounded in 
the International Classification of Functioning, Disability and Health 
(ICF), the WHO explains that a "vision impairment occurs when an 
eye condition affects the visual system and one or more of its vision 
functions" [134]. 

Researchers in eye health and vision loss [22, 29, 87, 134] provide 
a more granular classification of visual impairments. For example, 
per this classification, the moderate and severe visual impairment 
categories are commonly referred to as low-vision [87]. Whilst these 
categories are mainly based on visual acuity, severe visual impair-
ment and blindness can also be the consequence of a constriction 
of the visual field [134]. 

In the computer science community however, the terms used to 
refer to the BLV community are varied. For instance, it is common 
to find review papers that consider blind and low-vision people 
separately: i.e., visually impaired people does not encompass blind 
people [17, 63, 113]. Based upon the primary source of the WHO 
[87], Brulé et al. [28] used the term people with visual impairments 
to denote different subsets of visual impairments with blindness 
considered a small subset. In other work, Mack et al. [72] used 
the term blind and low-vision (BLV) to encompass the two major 
categories as well as other commonly used terms (i.e., “visually 
impaired”, “differently sighted”, or having “vision loss”). 

To provide terminology guidelines, Sharif et al. [102] recently 
reviewed the use of identity- (e.g., disabled people) vs. person-first 
language (e.g., people with disabilities). Their findings reveal that 
although 48.6% of disabled people indicated a minor preference for 
identity-first language, compared to 33.0% who favored person-first 
language, preferences vary across disability categories. Moreover, 
Sharif et al. [102] mention that the National Federation of the Blind 
(NFB) has, in recent years, started advocating for “blind and low-
vision” (BLV) in place of “visually impaired” (VI). 

Finally, the understanding of vision may be subject to change 
due to recent advances in vision-related disciplines. For instance, 
Kran et al. [65] discuss cortical vision impairments and the need to 

3We acknowledge that categorizing visual differences as "impairments" is subject to 
debate. "Visual impairment" is a term and classification currently used by the WHO 
[134]. 
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reassess the definition of visual impairments. For the remainder of 
this paper, we use terminology suggested by Sharif et al. [102, 103]. 

2.2 Related Literature Reviews 
To reflect upon the growth of accessibility research and its extents, 
Mack et al. [72] recently conducted a large-scale survey of accessibil-
ity papers at CHI and ASSETS published between 1994-2019. While 
their dataset and analysis were not specifically on BLV research, 
Mack et al. found that 40% of all accessibility papers focused on 
BLV people. Such findings highlight the importance of BLV topics 
in the accessibility community and compels further reflective study, 
which we attempt in this work. 

Prior BLV-focused reviews have focused largely on (1) specific 
subareas of BLV research (e.g., the accessibility of commercial de-
vices [3, 101] or trends in navigation assistance [63]), (2) the use of 
specific devices (e.g., wearable devices to enhance safety and au-
tonomy [97, 113]), or (3) methods used within the HCI community 
(e.g., evaluation methods [28]). More specifically, prior analyses 
have reviewed the accessibility of commercial devices and their 
associated features (e.g., touchscreens [3], text-entry features [101], 
virtual assistants [105], mobile applications [36]), as well as meth-
ods to enable BLV people to perceive and interact with graphical 
content [30, 115], learn mathematics [37, 78], and create mathemati-
cal content [78]. Others focused on navigation assistance, including 
overviews of trends and evaluation metrics [63], methods to nav-
igate specific environments (e.g., indoor environments [89]), and 
virtual environments to enable BLV people to enhance their orien-
tation and mobility skills [38]. 

Finally, we highlight the aforementioned methodological review, 
performed by Brulé et al. [28] on CHI, ASSETS, TOCHI, and TAC-
CESS papers between 1988-2019 (N=178), to determine the best 
practices in quantitative empirical evaluations of technologies for 
BLV. Their analysis highlights concerns regarding user evaluations, 
how the BLV participants are reported in these evaluations, and pro-
vides recommendations for conducting, reporting, and reviewing 
evaluations. 

Our work is complementary to the above in that we conduct a 
field-, technology-, and method-agnostic analysis of BLV research 
to identify main research areas and trends. 

2.3 Bibliometrics 
Introduced six decades ago [62], bibliometrics refers to the quanti-
tative study of published units, bibliographic units, or of the surro-
gates for either (e.g., references) [26]. Bibliometric methods have 
two main uses: performance analysis and science mapping [144]. 
Performance analysis seeks to evaluate research activity such as 
the publication performance of individuals, institutions, or regions 
while science mapping aims to reveal the structure and dynamics 
of scientific fields [144]. Coarsely, the commonly accepted work-
flow to obtain science mappings consists of defining the research 
scope and then to collect, analyze, visualize, and interpret the data 
[7, 124, 144]. To do so, researchers can rely on a large variety of 
methods, techniques, and tools [7, 122, 144]. Clustering techniques 
are typically used to reveal research streams within a certain scien-
tific domain and how they relate to each other [125]. Additionally, 

combining various bibliometric analyses can reveal details of re-
search subjects for specific disciplines, as each bibliometric analysis 
exhibits certain advantages [33, 122, 124, 144]. 

The use of bibliometrics is gradually extending across disciplines 
[21] and is particularly suitable for science mapping when contri-
butions are producing voluminous, fragmented, and controversial 
research streams [7]. Additionally, bibliometric analyses enable a 
third possible approach to conduct a literature review [122, 144], 
falling between the traditional qualitative and interpretive approach 
and the quantitative meta-analysis approach. Combining an inter-
pretative literature review with bibliometrics can be illustrated 
by the "flesh and bones" metaphor, whereby researchers’ inter-
pretation of documents (the flesh) is added on the top of the field 
structure (the bones) revealed by a bibliometric analysis [122]. More 
specifically, bibliometric analyses initially precedes the researchers’ 
interpretations, after which both processes become iterative [124]. 

Within the HCI community, researchers have benefited from 
a wide variety of bibliometric methods to support performance 
analysis and science mapping studies. For instance, Bartneck and 
Hu [15] used bibliometric methods to analyze the countries and 
organizations that contributed to the CHI conference. In the same 
line, Sandnes [96] recently explored the HCI research activity in 
the Nordic-Baltic Eight countries. By using automated text mining 
with probabilistic topic modeling, Gurcan et al. [46], explored the 
research trends in the developmental stages of the HCI studies over 
the past 60 years. Moreover, Wang et al. [127] analyzed the citation 
diversity in accessibility and HCI research while Sarsenbayeva et 
al. [98] provided visualization of the intellectual progress of acces-
sibility research within HCI in the past two decades. Specifically 
within our research scope, Bhowmick et al. [17] performed a co-
word analysis related to assistive technology for BLV. Surprisingly, 
and despite the advantages of references-based bibliometric meth-
ods to reveal the structure of a research field [33, 52, 122, 144], we 
found no study published in a leading HCI venue with the goal of 
delineating the BLV-related research field. 

3 METHODOLOGY 
The overarching goal of our review is to analyze and understand 
BLV-focused research in technology-oriented publication venues 
(ACM and IEEE). To perform our review, we drew on best practices 
from the bibliometrics literature [7, 122, 124, 144]. As illustrated 
in Figure 1, our review methodology follows the five-step process 
described by Zupic and Čater [144]: (1) Research design, (2) Compi-
lation of bibliographic data, (3) Analysis, (4) Visualization, and (5) 
Interpretation. 

3.1 Research Design 
To answer our research questions, we applied bibliometric methods, 
programmatic analyses, and qualitative analyses. Overall, quanti-
tative methods were applied to explore the field of research under 
various dimensions and to support our interpretations. 

3.1.1 Choice of Appropriate Methods. To identify the main re-
search areas related to BLV research, we primarily relied on a 
bibliometric technique entitled "documents bibliographic coupling 
analysis" (DBCA) [52]. Following bibliometrics best practices [33, 
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Figure 1: Our review methodology following the 5-step bibliometric workflow [144] shown as a modified Prisma Diagram [86]. 
Legend: Documents Bibliographic Coupling Analysis (DBCA); Title, Abstract, and Author Keywords (TAK). 

122, 124, 144], we also combined the DBCA with other program-
matic analyzes. 

Documents Bibliographic Coupling Analysis. In DBCA, 
when two documents cite the same third document, those two docu-
ments are said to be bibliographically coupled [52]. The strength of 
their relationship is then determined by the number of references 
they share, where a high number of shared references indicates a 
strong relationship. Hence, this method can be seen as a measure of 
document similarity [52] and is especially helpful to gain insights 
into the intellectual structure of a recent or emerging literature 
[7, 23, 52, 122, 144]. The general process for bibliographic coupling 
[52] is to (1) identify a set of recent papers; (2) calculate the simi-
larity between pairs of papers using bibliographic coupling counts; 
and (3) assign citing papers to clusters using the similarity values. 

Programmatic Analyses. Inspired by prior works published 
in leading HCI venues [46, 49, 72, 102], we used several program-
matic analysis techniques from Text Mining and Natural Language 
Processing disciplines with the goal to automatically analyze term 
frequencies. These terms could appear in the title, abstract, author 
keywords (TAK). 

3.2 Compiling the Bibliometric Data 
Below, we describe our data collection, screening, and document 
eligibility phases performed prior to applying bibliometric tech-
niques. 

3.2.1 Search Strategy and Query. To define our research scope, we 
relied on the Scopus (Elsevier) search query performed by Brulé 
et al. [28]. However, we extended their search query by adding 
common derivative terms of visual abilities, each referring to both 
identity- and person-first language [102] (e.g., blind people, people 
with low-vision). The keywords were chosen to cover general but 
various forms of visual impairments according to the classification 

provided by the WHO [134]. The full search query is in Appendix 
A. 

Additionally, to cover a wider scope than prior systematic litera-
ture reviews in HCI, we considered publications from either ACM 
or IEEE conferences or journals. ACM holds the leading conference 
(CHI, ASSETS) and journals (TOCHI, TACCESS) in HCI and accessi-
bility and has a long history of designing computer systems for the 
BLV community [28, 72]. But IEEE conferences and journals also 
include new technology designs and studies aimed at the BLV com-
munity (e.g., IEEE Transactions on Human-Machine Systems). As 
well, joint ACM/IEEE conferences (e.g., HRI, CHASE, ICSE) could 
include relevant documents. For instance, via a preliminary search, 
we observed that seminal works have been published within both 
communities (e.g., VizWiz [18] and VizWiz::LocateIt [19]). 

We focused on 2010-2022 (inclusive) to gain insights into the 
most recent research areas and technology trends. According to 
Gurcan et al. [46] who reviewed the past 60 years of HCI, this period 
represents a new era in HCI development and is labelled as the 
"pervasive era". Moreover, DBCA yields better results for specific 
time frames [122, 144]. 

Furthermore, we selected Scopus as it provides the publications’ 
data (e.g., title, abstract, keywords, and references4 [12]) to conduct 
a DBCA [7, 124, 143, 144], and offered a better coverage than Web 
of Science regarding our review scope. 

Finally, the presence of a DOI was used as an inclusion constraint 
due to the importance to track and compare publications throughout 
the bibliometric workflow. The search query yielded 3,378 results. 
Additional details of this process can be found in supplementary 
materials. 

4Currently, ACM DL and IEEE Xplore do not provide a way to download the publica-
tions data with their bibliographic references. 
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3.2.2 Conformity Check. Following our data retrieval process, we 
conducted several semi-automatic data analyses to identify doc-
uments irrelevant to our review. We automatically removed 12 
publications due to formatting errors, four due to missing abstracts, 
18 due to missing references, and 22 due to the presence of the 
research query terms solely in the Index Keywords. Furthermore, 
with a manual dictionary search (e.g., systematic, review terms) per-
formed on the publications’ TAKs, we rejected review papers (e.g., 
[28, 72]) which, due to their nature, could typically have a higher ci-
tation or coupling score which would bias our results. These papers 
were, however, retained and included in our background section. 

To identify irrelevant publications, without an error prone man-
ual search, we then performed an automatic data cleaning of the 
bibliographic references (detailed below) and performed a prelimi-
nary DBCA with VOSviewer [125]. We identified 333 unconnected 
documents or outliers in the science map (cf. Section 2.3). After 
a manual review of these unconnected documents and outliers, 
as well as their neighbors in terms of connections and topics, we 
rejected 88 publications identified as false positives. Eliminated 
publications involved (1) topics neither related to the human nor 
a visual ability such as "blind detection", "blind identification", or 
"blind user study", (2) studies focused on color blindness/color vi-
sion deficiency (which is not always considered as part of "blind" 
or “low-vision” [71, 94, 121]), (3) publications without mention of 
BLV terms, and (4) eye condition detection. Similar to [54], we also 
noticed that works related to eye condition detection with com-
puter systems are separate topics that are not directly related to 
BLV people (e.g., eye disorders, cataract, retinopathy, glaucoma, 
macular degeneration). 

At the end of this stage, we retained 3,193 documents (94.5%). 
A portion of this dataset (N=1,403) was then manually verified by 
two independent researchers (described below). 

3.3 Analysis 
We describe the filtering stage, as well as additional data cleaning, 
prior to applying the DBCA and conducting our programmatic 
analysis. 

3.3.1 Bibliographic Data Cleaning, Normalization, and Threshold. 
Reference Data Cleaning. Due to data quality issues in scientific 
data sources [39], data cleaning is critical [124]. We therefore per-
formed a semi-automatic data cleaning of references based on the 
fuzzy string similarity algorithm provided by ARTIREV [123]. 

Dataset Filtering. To obtain a reliable mapping of current re-
search areas, researchers must choose relevant thresholds that can-
not be selected ex-ante but rather require an iterative trial-and-error 
approach to determine optimal values [122, 124, 144]. In our case, 
we relied on a citation count threshold to retain the publications 
which attracted the most interest from researchers. More precisely, 
we performed a Z-score normalization on each paper’s citation 
count with the total citation count per year of publication5 and 
filtered documents with a normalized value under zero, resulting 
in 880 connected papers retained for our study. To validate our 

5Because older publications tend to receive more citations over time, we ran a mean 
normalization per year to identify the most cited papers from each year. Typically, 
publications with a Z-score above 0 are the most cited amongst the papers published 
within the same year. 

choice of threshold, we then compared two DBCA science maps (cf. 
Section 3.4.1)—the first corresponding to the dataset of 3,193 eligible 
papers and the second corresponding to the set of 880 connected 
papers— as well as their most cited documents and clusters. 

Finally, after identifying the main research areas in our dataset, 
we identified the most cited papers within each research area based 
on their normalized citation score (cf. Subsection 3.5). We then 
extracted the top-cited papers in each research area proportional to 
the size of their corresponding area resulting in a subset of N=100 
papers for our in-depth analysis. 

3.3.2 Cleaning and Processing Title, Abstract, and Author Keywords 
(TAK). To clean the publications’ TAK, we combined string manip-
ulations, regular expressions, and part-of-speech tagging (similar 
to [49, 102]). For instance, we removed parts of the text that did not 
contain topical content (e.g., copyright in abstracts) and retained 
only adjectives, adverbs, nouns, verb, punctuation marks, and other 
terms [20]. We then counted the frequency of unigrams, bigrams, 
trigrams, and fourgrams within the publications’ TAKs. To do so, 
we used built-in Python packages and the natural language toolkit 
for Python (NLTK6). Then, similar to the approach taken by Mack 
et al. [72], we analyzed the list of terms and their frequency to de-
velop a consolidated list of the most frequent groups of terms. Once 
we obtained this consolidated list, we counted occurrences with a 
custom-made frequency counter based on regular expressions. 

3.4 Visualization 
For the final dataset of 880 papers, we created and analyzed several 
data visualizations and settled on two forms (see Section 4). For the 
top 100 papers, our synthesis mainly relied on standard plots. 

3.4.1 Science Mapping. To cluster and map the research field, we 
applied the association strength normalization method and the 
Leiden clustering algorithm using VOSviewer [125] v1.6.18. This 
combination of techniques is the most suitable way to identify 
research commonalities [116, 125]. Moreover, we note that, to obtain 
our final mappings, we used an iterative approach by conducting 
several trials with different parameters and respecting best practices 
in the bibliometric field [124, 125]. In the case of this study, we 
compared the resulting clusters at six levels of precision (from 0.5 
to 1), created a memo (technique used in qualitative research where 
researchers note their interpretations throughout the process [124]) 
for each resulting map and settled upon a precision of 0.7. 

3.4.2 UpSet Plot. To present the combinations of the terms de-
noting people and their visual status, we used UpSet plots [69]. 
As an alternative to a Venn diagram, an UpSet plot presents the 
sets, their intersections, and aggregates of intersections when the 
combinations are numerous. 

3.5 Interpretation 
As Figure 2 shows, we used bibliometric techniques to reveal clus-
ters, as an intermediary step, prior to identifying research areas. In 
this sense, we do not fit the analysis to existing preconceptions, but 
rather used the acquired knowledge to enhance our findings [144]. 

6https://www.nltk.org/ 
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Figure 2: Focus on our Two Steps Interpretation. Legend: Documents Bibliographic Coupling Analysis (DBCA); Title, Abstract, 
and Author Keywords (TAK); Visualization of Science (VOS). 

3.5.1 First-level Analysis. As the first step, we aim to delineate BLV-
related research targets prior to an in-depth analysis. We distinguish 
a cluster, obtained after a automatic analysis (i.e., VOSviewer [125]), 
from a research area, obtained after a qualitative analysis. 

Open Coding of Clusters. An initial decomposition of the re-
search field was obtained by bibliometric and clustering techniques 
(i.e., DBCA, Leiden algorithm, VOS map, precision of 0.7, details in 
Section 3.4.1). Similar to [52], we performed a qualitative assess-
ment of cluster compositions by highlighting their commonalities 
and differences. Each cluster was then labelled coarsely, after hav-
ing conducted a content analysis (using publications’ TAK data) of 
the most cited and central documents within each cluster, and a 
programmatic analysis. This interpretation was supported by an 
independent analysis performed in parallel by the first two authors, 
involving memoing [124]. 

Tagging Research Areas (N=880). Whilst the VOS map, fol-
lowed by an analysis of the clusters, provided us with an overview 
of common themes within our dataset, "science maps provide a start-
ing point for analytical examination but are not an end in itself " 
[144]. Moreover, while an automatic clustering of documents is 
a powerful technique [116], it is prone to limitations due to the 
data quality of references [123]. Given the manageable size of our 
dataset (N =880), we subsequently manually reviewed each publica-
tion’s TAK to classify each publication within one research area. 
We should note that assigning a unique research area was complex, 
particularly for 60 out of the 880 papers (6.8%). At the end of this 
phase, the resulting research areas were presented to the research 
team for validation. 

3.5.2 Second-level Analysis. As a second step, we developed a con-
ceptual framework and performed an in-depth qualitative analysis 
of a selected set of publications. 

In-Depth Qualitative Analysis (N=100). To analyze the sub-
set of the 100 most-cited papers, two researchers independently 
coded each paper with the entire conceptual framework presented 
in Table 1. We used Krippendorff’s alpha to examine inter-rater re-
liability. The coding procedure was then performed by the first two 
authors, both of whom are doing a PhD in HCI related to BLV. The 
first has a focus on designing training tools for BLV, has ongoing 
projects involving both BLV as well as low-vision specialists, and 
came from a robotics engineering background. The second aims to 
improve the accessibility of textbooks for people with low-vision, 
has a background in information systems, and possesses strong 
knowledge in bibliometrics. Both researchers conferred to discuss 
the divergences in coding, after which the convergence rate grew 
from 𝛼=0.95 to 0.99. Furthermore, our interpretations were pre-
sented to the remainder of the research team, composed of three 
additional members. Two of the members are professors in HCI, 
with over 40 years of combined HCI research experience, and the 
third is a professor in specialized education with a background in 
neuropsychology and ten years of clinical experience. 

Conceptual Framework. To analyze both corpuses of research, 
we deductively and inductively developed a conceptual framework 
focused on the relationship between the user and the computer 
system as well as the context of use of the proposed solution (cf. 
Table 1). The dataset (N =880) has been analyzed by facets (research 
areas, human-computer) while the entire conceptual framework 
has been used to code the full papers (N =100). 

4 RESULTS 
In this section, we first describe the dataset (N =880) and the subset 
(N =100). We then present the results of our bibliometric and pro-
grammatic analyses as well as our in-depth interpretative analysis 
from manually coding the subset. 
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Table 1: Final Codebook with Eleven Code Categories. The (*) denotes that multiples codes are possible. 

Category Codes Inspired by 

Research area Accessibility at Home & on the Go; Non-Visual Interaction; Education; Orientation & Mobility; 
Other 

Issue addressed (*) Increasing independence; Increasing digital access; Increasing physical access; Increasing safety; 
Increasing understanding of users; Supporting communication; Personal informatics and chang-
ing behaviour; Other 

[72] 

Contribution type (*) Empirical; Artefact; Methodological; Theoretical; Dataset; Survey [28, 72] 
Community of focus (*) Blind or low-vision (BLV); Blind (B); Low-Vision (LV); Deafblind (DB); Sighted (S); Other (O) [28, 72] 
Age category (*) Elderly (E); Adults (ADU); Adolescents (ADO); Children (C) 
Interactable computer 
system 

Yes; No 

Technology (*) Computer Vision; Navigation Assistance; Mobile; Web; Haptics; 3D Modeling/Printing; Human-
based Computation; Speech Recognition; Augmented Reality; Virtual Reality; Speech-to-Text; 
Tactile graphics; Motion tracking; Natural Language Processing; Text-to-Speech; Signal Process-
ing; Standalone; Other 

Device (*) Mobile; Wearable; Personal Computer; Virtual Reality headset; Tangible object; Intelligent cane; 
Robot; N/S; Custom tactile interface; Computer Peripheral; Interactive tabletop; Voice-User 
Interface; Augmented Reality headset; Other 

Vision use strategy (*) Enhancement; Substitution; Replacement; N/S; N/A [74] 
Input modality (*) Touch; None; Speech; Gesture; N/S [28, 49] 
Output modality (*) Audio; Haptic; Speech; Visual; Tactile; N/S; None; Other [28, 49] 

4.1 Dataset 
Overall, our dataset (N =880) comprises works published in ACM 
and/or IEEE sponsored conferences and journals. Recall that these 
publications have been more cited than others within the research 
field according to their normalized citation score (Z-score). 

4.1.1 Sponsor, Document Type, Main Venues, and Authorship. Ta-
ble 2 shows that 495 (56.2%) studies were published within venues 
sponsored by ACM and that, overall, conference proceedings con-
stitute the majority of publications (676, 76.8%). 

Table 2: Frequency of the Documents per Conference/Journal 
Sponsor and Document Type. 

Sponsor Document Type N=880 (%) N=100 

ACM Journal Article 71 (8.1) 0 
Conference Paper 424 (48.2) 56 

IEEE Journal Article 133 (15.1) 30 
Conference Paper 246 (28) 11 

Joint ACM/IEEE Conference Paper 6 (0.7) 3 

Surprisingly, the 880 papers were published in an expansive set 
of 240 venues. Of these, CHI (N =156, 17.7%) and ASSETS (N =141, 
16%) are the most prevalent. 

For the most-cited subset (N =100), the proportion of ACM and 
IEEE publications remains the same as the full dataset with 56 ACM 

papers and 44 IEEE. Interestingly, there are no TOCHI or TACCESS 
articles in the top 100. In terms of IEEE publications, journal articles 
were more popular than conference proceedings, accounting for 
30% of the subset. 

Regarding authorship, the papers of our dataset (N =880) were 
written by 2,458 unique authors with a mean of 4.2 authors per paper 
(stdev=1.9). Only a small number of authors (92, 0.04%) contributed 
papers to both ACM and IEEE. 

4.1.2 Issue Addressed and Contribution Type. From our manual 
analysis of the most cited subset (N =100), the issue addressed in-
cluded: increasing digital access (N =38), increasing independence 
(N =34), increasing physical access (N =30), increasing user under-
standing (N =25), increasing safety (N =21), communication support 
(N =8), supporting education (N =6), and other (N =4). Papers could 
be coded into multiple categories and generally addressed more 
than one issue (median=2, stdev=0.67) with the combination of 
increasing independence and physical access as most common. Ad-
ditionally, papers within the other category focused on providing 
access to physical activities [81], training [108] and restoring vision 
[51, 129]. 

To address these problem areas, researchers primarily conducted 
empirical studies (N =93) and made artifact contributions (N =73). 
Empirical contributions focus on exploring user preferences or 
conducting an in-depth investigation of the use of a system whereas 
artifact contributions focus on the design and the implementation of 
a software artifact [133]. However, not all empirical investigations 
within our subset are related to a system in use and not all artifacts 
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allow interactions. For instance, some contributions are purely 
technical and consist of an evaluation of a machine learning model 
(e.g., [106]) whilst others present novel models or algorithms that 
were not integrated into an interactive system at the time of the 
study (e.g., [6]). Furthermore, empirical and artifact contribution 
types frequently occurred in combination (N =59). Indeed, some 
papers typically comprise multiple steps, from the preliminary user 
study or the motivation study to the design, implementation, and 
evaluation of the artifact (e.g., [18, 41, 135]). 

The remaining contribution types occurred considerably less 
frequently with some papers (N =6) presenting a dataset (e.g., [34, 
45]). A low number of contributions are theoretical (N =2, e.g., [80, 
91]) or methodological (N =2, e.g., [4]). These contributions often 
apply to a broader field of research than the one investigated here, 
such as accessibility research [104, 132]. 

4.2 Delineating the Field of Research 
To describe what are the main research areas regarding the BLV 
community, we first summarize our bibliometric findings. Then, we 
present our delineation of the research field by highlighting some 
of the most popular (i.e., based on their normalized citation score) 
studies within each research area. 

4.2.1 Bibliometric and Statistical Analysis. The delineation of the 
field, obtained after a DBCA performed on the 880 ACM/IEEE 
conference proceedings and journal articles, is presented as a VOS 
map in Figure 3 with the proportions of papers per cluster and their 
most frequent terms shown in Table 3. 

This map highlights the organization of the research corpus into 
five clusters and two poles with clusters A, B, and C grouped to-
wards the left while clusters D and E are located towards the right. 
Cluster A is central and organized around the foundational VizWiz 
publication by Bigham et al. [18] whereas cluster B is relatively 
dense with several important nodes related to accessibility, such as 
Wu et al. [135], Stangl et al. [110], and Power et al. [91]. Cluster C 
is transversal to the left part of the map and contains publications 
related to interaction within different contexts (e.g., education set-
tings). Moreover, cluster D, situated in the right lower corner, is 
dense and related to navigation assistance systems. Finally, cluster 
E has a limited number of documents and contains the most cited 
work of the dataset: a paper on automatic visual question answering 
published in ICCV by Antol et al. [6]. 

Whilst this map organizes the research field into five clusters, we 
note the close proximity between the clusters and many overlaps 
which may be explained by shared common terms (cf. Table 3). 

4.2.2 Interpretative Analysis. To delineate the research field, we 
first relied on the DBCA, from the previous step, and manually 
tagged the 880 publications according to a main research area. From 
this analysis, we identified four primary research areas: 

Accessibility at Home & on the Go (N=280). This research 
area aims to help BLV people in various daily life activities involving 
visual content. Such activities are performed in digital(e.g., image, 
videos or visualizations on the web [56, 73, 110, 120]) and real-world 
contexts (e.g., at home or outdoors [18, 55]) where the aids provided 
can be human powered [18, 24], machine powered [55, 135], or 
human-machine powered [18, 41]. 

First, we highlight pioneering works related to Visual Question 
Answering (VQA). Most notably, the project VizWiz [18] enables 
blind people to recruit remote sighted individuals to assist them 
with visual issues in almost real-time. This project has since evolved 
into VizWiz Social [24], which transitions away from generic crowd-
sourcing to a friendsourcing strategy, highlighting the importance 
of knowing the asker as well as privacy considerations. Human-
powered solutions (e.g., crowdsourcing) have proven to be a valu-
able and scalable solution [18, 24]. On the technical side, computer 
systems rely heavily on machine learning or deep learning methods 
to understand user input as well as generate image descriptions. 
More specifically, researchers developed VQA [6] and TextVQA 
datasets and models [106]. However, to address the limitations of 
automatic VQA, task-specific datasets have been used for training. 
Hence, Gurari et al. [45] proposed the first goal-oriented VizWiz 
VQA dataset where visual questions originate from blind people. 

The description of visual content is also strongly connected to 
mainstream social applications [24] such as Facebook [135] and 
Twitter [41, 82]. Challenges faced by BLV regarding visual contents 
are widely documented [24, 110]. Another important and related 
topic area is personal object recognizers (e.g., ReCog [2]), face rec-
ognizers [83], or text readers [138] which can be integrated in 
wearable and mobile technologies. Such works are closely linked to 
predominantly technical contributions focusing on text localization 
(e.g., [137]) or image quality evaluation (e.g., [55]). 

Non-Visual Interaction (N=195). Non-visual interaction re-
search is composed of publications that rely on non-visual modali-
ties to enable BLV individuals to interact with or through computer 
systems. Speech [10, 25, 67, 92] and touch [48, 53, 59, 85, 109, 136] 
modalities received the most interest. 

The speech modality is investigated through voice personal as-
sistants within mainstream devices (e.g., Apple Siri, Amazon Alexa, 
Amazon Echo) [10, 92] which have rapidly become pervasive in 
households (as smart speakers) as well as on-the-go (as mobile 
apps) [25]. Such devices provide a voice-user interface (VUI) with 
human-to-machine and machine-to-human speech communication. 
Whilst the speech modality may be, by default, an accessible means 
of interaction for BLV people [92], studies highlight the limitations 
of this modality when used by blind people [10] as well as the lack 
of consideration of this demographic within VUI guidelines [25]. 
On the other hand, the touch modality is provided via mainstream 
technologies such as touchscreens [59] as well as via assistive tech-
nologies such as braille, or wearable devices [85] where the primary 
goal of the research is to support communication [85]. Although 
both of these modalities are not often investigated simultaneously, 
multimodal interfaces are integrated within mobile devices [40]. 
Finally, exercise games (exergames) are developed to promote phys-
ical activities (e.g., VI-Tennis [81]). 

Education (N=54). Education research comprises technology 
development and/or studies that aim to provide educational support 
to BLV students. We distinguish between special needs education, 
where the studies are tailored to students and their disabilities, 
and inclusive education where BLV students and their peers are 
provided with the same education. Inclusive learning has primar-
ily been studied via a collaborative learning approach including 
robotics [79], voice user interfaces [80], physical programming lan-
guages [114], and multi-sensory interactive maps [27]. Additionally, 
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Figure 3: The VOS map [125] of 880 ACM/IEEE conference proceedings and journal articles using DBCA. The research field is 
organised into five clusters (A to E). For clarity, the map is centered and 100 node labels plus 1000 connections (in grey) are 
presented. The size of nodes corresponds to the normalized citation score. The distance between two nodes reflects the DBCA 
relational strength between the items. 

Table 3: An overview of the five clusters. We report three bibliometric indices: the mean number of incoming citations (i.e., 
citation count, CC), its normalized score (Z score), and the mean total links strength (TLS) plus the most frequent terms per 
cluster. TLS denotes the total number of shared references of a document with other documents in the set. 

Cluster # papers (%) Mean CC (Z score) Mean TLS Most Frequent Terms (in # papers TAK) 

A 95 (10.8) 27.7 (1) 122.9 app (50), accessibility (48), phone (41), interact (41), assistive technol-
ogy (26), mobile (40), touch (37), text entry (13), touch screen (11) 

B 166 (18.9) 22.4 (0.7) 127.3 accessibility (111), app (91), text (63), face (61), screen reader (53), 
assistive technology (41), computer vision (18) 

C 176 (20) 24.6 (1) 252.8 access (128), interact (78), tactile (75), work (70), stem (67), information 
(61), assistive technology (34), tactile graphics (21), user interface (21) 

D 403 (45.6) 46.5 (1.3) 152.1 system (275), navigation (198), environment (198), computer vision 
(54), obstacle detection (44), electronic travel aid (42), white cane (41) 

E 40 (4.5) 90.3 (1.7) 104.6 model (35), app (30), deep learning (9), computer vision (9), visual 
question answering (6), restore partial vision (4) 

Total/Mean 880 30.9 (1) 151.9 

other studies focused on special needs education settings during 
their evaluations7 [57, 64]. Due to their abstract nature and their 
intensive reliance on the visual modality, science, technology, engi-
neering, and mathematics (STEM) disciplines have been ideal places 
to use tangible technologies. More specifically, tangible interfaces 

7We note however that some of these solutions could potentially be used in inclusive 
learning settings as sometimes discussed by the authors. 

[57, 64, 114] and 3D printed objects [57] have been explored to 
enable BLV students to learn programming languages. Moreover, 
multiple researchers emphasized the benefits of not only involving 
BLV but also specialists (e.g., teacher, educators, caretakers) in the 
development process [27, 64, 79, 80]. Furthermore, when it comes 
to the pedagogical aspect, collaborative learning is often put into 
practice [27, 64, 79, 80, 114]. 
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Orientation & Mobility (N=331). Orientation & Mobility re-
search (O&M) aims to improve the independence and safety of BLV 
during O&M tasks. Papers typically describe a solution that is com-
posed of one or more of the following modules: the localization of 
the user [1, 70], the detection of eventual obstacles along the path 
[14, 70, 139] and/or the provision of reliable instructions or feed-
back to guide the BLV user (via audio [1, 61, 139] or haptic [14, 70] 
feedback). Such goals are achieved via the combination of a vari-
ety of sensors, devices (e.g., smartphones [1, 99, 112], tablets [70]) 
and technologies (e.g., Bluetooth low energy [1] or deep learning 
[139]). Some systems aim to provide navigation assistance in indoor 
[14, 70, 99], outdoor [139] environments or both [1], others focus 
on navigation in crowded environments [61] or on object/obstacle 
detection and/or localization [139]. Moreover, we highlight the de-
sign, development and clinical evaluation of navigation aids [16] 
as well as collaboration with vision specialists [9]. 

Another part of the research in this area aims to understand how 
BLV people use navigation aids and to provide insights to guide 
future designs (e.g. [130, 131]). To a lesser extent, tools to support 
blind as well as deaf-blind public transit riders are developed [11] 
as well as investigating vehicle-pedestrian communication [35]. 

Other (N=20). In this category, we found papers related to 
artificial vision which generally have a low bibliographic coupling 
with regards to the other research areas. However, we highlight the 
study of White et al. [129], which consists of exploring subsystems 
to be included in computer-mediated assistive vision systems (e.g., 
prosthetic vision devices). Moreover, scene semantic recognition 
models [51] are envisioned to be used in machine vision systems 
(e.g., artificial eyes). 

4.3 Communities of Focus 
Here we focus on what forms of visual abilities are primarily con-
sidered and language usage. 

4.3.1 Title, Abstract, and Author Keywords (TAK) Analysis. To con-
duct this analysis, we counted the binary occurrences of terms 
denoting BLV, low-vision, or blind people in the title, abstract, 
and author keywords (TAK) of the full N=880 dataset. We merged 
common denominations, used by authors, into seven groups dif-
ferentiated by the populations and language preferences (Table 4). 
Furthermore, we note 47 instances where none of these terms were 
found in the TAKs. This may be due to our strict counting method 
where terms such as "blind navigation" are discarded. The terms 
or groups of terms found in the remaining 833 (94.66%) TAKs are 
presented in Figure 4. 

Across the 833 papers, a vast majority of papers (N =715; 85.8%) 
mentioned at least one of the BLV terms (IFL, PFL and BLV multi.) 
provided in Table 4 to cover multiple visual abilities. Furthermore, 
these terms are frequently mentioned in tandem with a more precise 
visual ability definition (e.g., 89 occurrences of Blind (IFL) and 42 
of Blind (PFL))—see Intersection size in Figure 4. 

4.3.2 Interpretative Analysis. To gain insights into the communi-
ties of focus in the top 100 subset, we present the results of our 
manual coding, which includes target end-users, vision instructors, 
and education specialists. For visual ability, we attempted to code 

Table 4: The identified denomination categories, with lan-
guage preference and examples, from the TAKs of the N=880 
dataset. The term "people" denotes several terms such as 
"child", "developer", "person", "those". Grammar key: | = or. 

Category Examples 

BLV (PFL) people w/ {visual impairments | vision impair-
ments | visual disabilities | vision disabilities | vi-
sion loss | mixed visual abilities}; people who are 
visually impaired 

BLV (IFL) visually {impaired | disabled | challenged} people; 
the visually impaired 

BLV multi. 
(IFL) 

blind {and | or} {vision impaired | visually impaired 
| low vision | low-vision | partially sighted} people 

B (PFL) people w/ blindness; people who are blind 

B (IFL) blind {people | population}; the blind 

LV (PFL) people w/ {low-vision | low vision}; people who 
have low vision 

LV (IFL) {low-vision | low vision | partially sighted} people 

specific forms of visual impairments based on the WHO classifica-
tion [134] (e.g., low-vision, blind). However, this was not possible 
due to a lack of disclosed details. Many papers target both blind 
and low-vision people and include non-specific ability terms (e.g., 
"visually impaired users", "blind and visually impaired people"). Thus, 
we added the code blind and low-vision to cover such cases. The 
results of our analysis are shown on the left-hand side of Figure 5. 

Our findings highlight six communities with blind and low-vision 
as the most prevalent (N =50), which propose technological solu-
tions for both blind and low-vision people [41, 110] and/or that are 
inclusive to people with mixed visual abilities [27, 79, 80, 114]. A 
focus solely on the blind community is also common (N =36) with 
papers such as VizWiz [18], NavCog [1] and derivative research (e.g., 
NavCog3 [99], VizWiz Social [24]). Low-vision people are also con-
sidered (N =6) with studies regarding virtual [141] and augmented 
reality [142] as well as understanding how low-vision people ac-
cess computing devices [111]. We also note the presence of sighted 
people (N =12) in studies where the goal is for: education and/or 
to promote inclusive learning [64, 79, 80, 114]; understanding how 
sighted people perceive blind people [130]; alerting/notifying other 
pedestrians [61] or family members [32]. Moreover, we note re-
search that also aims to aid the deafblind community [11, 42, 85] 
and other disabilities (e.g., motor, sensory and cognitive impair-
ments [92]). 

Finally, we also coded the age categories of the participants in-
cluded in these studies. Our analysis reveals that the communities 
included during the evaluation or design phases of these studies 
are mainly adults between the ages of 18+ to 65 (N =55). People 
who are 65+ years are considered 10 times, followed by adoles-
cents/teenagers between 13-18 years of age (N =8), and children 
(N =7). Moreover, our coding highlights that 30 studies either do 
not report participant ages (not specified, N/S) or did not include 
users (not applicable, N/A). 
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Figure 4: An UpSet plot [69] highlighting common denominations, as well as their language preferences, occurring at least 10 
times and intersecting at least five times. 
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Figure 5: Qualitative Coding (N=100) presenting five categories focusing on Human-Computer Interaction. On the left, commu-
nities of focus (Human), on the right Technologies and Devices (Computer), as well as Input and Output Modalities (Interaction) 
in the middle. 
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4.4 Technological Trends 
In this section, we examine technological trends in BLV research 
since 2010. 

4.4.1 Title, Abstract, and Keywords (TAK) Analysis. To analyze re-
cent technological trends, we first counted term occurrences in 
the TAKs of 880 papers where each term could be a unigram, a 
bigram, a trigram, or a fourgram. Based on term frequency, we then 
created a consolidated list of the most prominent technologies and 
normalized their frequency by the total number of papers per year. 
As we aim to review interaction modalities separately (cf. Section 
4.5), we excluded terms related to interaction from this part of our 
analysis. 

Figure 6 presents the top technological trends since 2010. Mobile 
technology is most prevalent (N =224, 25.5%) followed by computer 
vision (N =116, 15.8%), wearable (N =106, 12%), navigation assistance 
technologies (N =106, 12%), artificial intelligence (N =70, 8%), and 
web (N =67, 7.6%). 

Regarding recent technological shifts, we observe an increase in 
mixed reality since 2015 and artificial intelligence since 2016. Other 
technology groups have less discernible temporal patterns. 

4.4.2 Interpretative Analysis. For our qualitative analysis of the 
100 most-cited papers (N =100), we were interested in categoriz-
ing the main technologies and devices considered (cf. right-hand 
side of Figure 5). Due to the large variety of technical solutions 
and hardware, as well as the necessity to sometimes infer the pres-
ence of certain technologies within a solution, we decided to code 
classes of technologies based on their purpose. For instance, cer-
tain machine/deep learning models are used for Computer Vision 
applications and were thus coded as Computer Vision. Additionally, 
artificial intelligence has become embedded in many computer sys-
tems, devices, and technologies, and are sometimes difficult to infer 
from publications. As such, when papers use AI-based technologies 
(e.g., speech-to-text, text-to-speech, screen readers) which are al-
ready part of a commercial device, we coded the main technology 
as part of the category of devices used (e.g., mobile touchscreens 
were coded under mobile). 

Our findings (Figure 5) highlight that Computer Vision-based 
solutions [2, 6, 18, 128, 139] were heavily favored (N =36) followed 
by systems that suggest a novel form of Navigation Assistance 
[1, 43, 60, 61]. The latter denotes systems that aim to either: lo-
cate the user (localization) [1, 43]; plan a safe path to a desired 
destination (path-planning) [1, 43]; enable user to avoid obstacles 
[60, 61] (obstacle/collision detection and navigation around the ob-
stacle); or a combination of these modules [1, 43]. As such systems 
can typically use Computer Vision to achieve the desired task [139], 
we coded studies where the main contribution is a novel Computer 
Vision model for navigation assistance under both Computer Vision 
and Navigation Assistance categories. Additionally, we note studies 
focused on using technologies available on commercial mobile de-
vices such as smartphones and/or tablets. For instance, past studies 
have focused on investigating how blind people use touchscreens 
[59], designing an accessible keyboard on smartphones [109] and 
enabling blind people to recognize personal objects [2]. 

This is in line with the devices portion of Figure 5, where we 
observe that the top three devices used in these studies consist of 

Figure 6: Main Technological Trends from 2010-2022 (N=880). 

classes of commercial devices such as mobile devices (smartphone 
[1, 18] and tablets [59, 70]), wearable devices (e.g., smartglasses 
[32, 139], a sensor belt [60]), or personal computers [41]. 

4.5 Interaction Modalities 
In this subsection, we focus on the interaction aspect of our con-
ceptual framework, i.e., input/output modalities and the visual use 
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strategy. For each of these aspects, multiple codes are possible (e.g., 
audio and haptic feedback). Here, we report only our qualitative 
analysis of the data subset (N =100). 

To perform this analysis, we considered only the studies that 
presented or evaluated a computer system with which an end-user 
could interact. This excluded 30 papers, including datasets (e.g., 
[6, 45, 106]), models where no interactable component was initially 
proposed (e.g., [6, 106, 128]) and studies/surveys for understanding 
where the focus is not on an artefact (e.g., [91, 110, 120, 131]). 

4.5.1 Interpretative Analysis. Of the remaining papers (N =70), non-
speech audio was by far the most prominent output modality [2, 
18, 59, 61] (N =46, cf. Figure 5), followed by haptic feedback [44, 
108, 140] (N =18) with visual feedback included in only 10 papers [4, 
139, 141]. The focus on non-visual feedback is further highlighted 
by the fact that 61 of the studies considered visual substitution 
rather than visual enhancement strategies (N =8) with one study 
which did not specify the output(s). However, we also identified 
two studies that considered both visual substitution and visual 
enhancement technologies depending on the end-user [13, 139]. 
One paper included both olfaction and taste [27] where the authors 
filled tangible objects with "scents" and/or "tastes" (coded as Other). 

Regarding input modalities (cf. Figure 5), touch (e.g., via a com-
puter peripheral [4, 64, 107] or touchscreen [58, 59, 84]) was con-
sidered 32 times. However, we also highlight the preponderance of 
computer systems that do not require a specific input from users 
(N =31). These systems typically involve functionalities (e.g., object 
detection and/or navigation assistance [60, 61, 139], alt-text gener-
ation [41]) that are performed automatically without any required 
intervention during use. Moreover, we identified studies that con-
sidered speech [10, 18, 92] input (N =11), as well as studies that use 
specific gestures [90, 108, 140] as inputs (N =5). 

Finally, we note that certain computer systems are intended to 
be used in complement with other ones. In particular, within the 
studies included in the interpretative analysis, authors commonly 
stated that their system either could or should be used in comple-
ment with another assistive technology or device such as screen 
readers [18, 41, 135], magnifiers [57, 120] or traditional white canes 
[31, 77, 88]. 

5 DISCUSSION 
Our findings illustrate the diversity of research regarding BLV 
people but also key trends and tendencies within our field. To help 
guide future research, we summarize our findings per research 
question (RQ) and discuss potential directions for future work. 

5.1 RQ1: Main Research Areas 
Our iterative process, combining bibliometrics as well as qualita-
tive data analyses, revealed four main research areas: Accessibility 
at Home & on The Go, Non Visual Interaction, Education, and Ori-
entation & Mobility. While in line with prior literature reviews 
[17, 28, 72], our contribution highlights the proximity of research 
clusters and provides a high-level delineation of interactive com-
puter systems devoted to BLV. We also reveal that seminal BLV 
research is published in both ACM (e.g., [1, 18]) or IEEE (e.g., [6, 45]) 
sponsored conferences and journals. 

5.1.1 Health-Related Outliers. Within the scope of our review, we 
focused on BLV people and their interactions with computer-based 
systems. Upon analysis of the others category (N =20; Section 4.2.2), 
in addition to the outliers discarded during the screening and eligi-
bility phase (Section 3.2), we found that half of the studies focused 
on vision restoration/machine vision systems or simulating visual 
conditions. For instance, papers focused on technical contributions 
[51, 129] that could be further integrated within computer-mediated 
assistive vision systems (e.g., "artificial eye", "bionic vision"). This 
research area has been mentioned as a future trends by Bhomwick 
et al. [17] who explicitly searched "visual prosthesis". 

Moreover, a subset of studies within our other category focused 
on developing systems to simulate various eye conditions [8, 66, 
68, 119], either related to or that can lead to blindness or low-vision. 
Whilst we do not advocate the substitution of real user feedback 
by these simulations and, as encouraged by Mankoff et al. [75], 
strive to actively involve BLV participants in research, the proposed 
solutions and upcoming developments in this field may contribute 
to greater public awareness and understanding of BLV conditions. 

5.2 RQ2: Communities of Focus 
The aim of our second research question was to determine what are 
the main forms of visual abilities considered in BLV research? The 
analytical process to answer this question quickly became daunt-
ing due to the variety of language preferences used across papers 
to denote the BLV community, as reported in previous literature 
reviews [28, 72] and as shown in Figure 4. However, we recognize 
that authors may use such a variety of terms—even within a single 
paper—to facilitate the indexing in scientific databases and gain 
further visibility. 

Although our in-depth analysis of the target end-users highlights 
a tendency to find solutions which may be usable by both blind 
and low-vision communities (cf. Figure 5), the lack of a visual abil-
ity reporting standard becomes problematic when comparing user 
evaluations between studies and for scientific replication. Addition-
ally, such information could become valuable when attempting to 
gain insights into factors that could affect the BLV community’s 
adoption of a given technology. Studies such as Williams et al. 
[131] and Saitis et al. [95] also suggest additional factors, external 
to visual ability, that could influence how the BLV use assistive 
technology (e.g., navigation behaviors [131], cognitive-emotional 
state of navigating in unfamiliar environments [95]). 

In the following subsections, we first discuss how research could 
reflect upon potential guidelines for future research followed by 
a discussion of factors, aside from visual abilities, that could yield 
promising areas for future work. 

5.2.1 Reporting Participants’ Visual Abilities. To gather and report 
participants’ visual abilities, prior guidelines in the literature (e.g., 
Brulé et al. [28]) encourage using the WHO classification [134]. 
However, this classification is mainly based on visual acuity and 
may not provide sufficient insights into participants’ use of their 
residual vision. For instance, Htike et al. [50] evaluated the usabil-
ity of visual augmentations for low-vision people and found that 
individuals with similar levels of visual acuity perceived different 
benefits due to their distinct preferences and techniques when us-
ing their residual vision. Moreover, reporting the visual status of 
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participants may be subject to data privacy regulations as well as 
to what authors believe may factor into their work. 

We therefore encourage the HCI community to collectively re-
flect and discuss potential guidelines regarding what information 
about BLV participants should be collected and reported and how 
this information should be gathered. Moreover, this discussion 
could benefit from external perspectives by involving people across 
disciplines who work closely with BLV people, such as low-vision 
therapists and teachers, who could enable us to better understand 
which factors or data could be gathered and/or how they could 
influence our designs. Additionally, disciplinary insights may lead 
to novel research areas that aim to not directly help BLV but the 
people who work closely with them. 

Finally, although information regarding the participants’ ages 
may be sensitive and not always available, we argue that such 
information could be of value to better understand which age group 
may be more susceptible to adopt a proposed solution as well as 
the technologies and devices involved. 

5.3 RQ3: Technological Trends 
The goal of our third research question is to determine what are the 
main technological trends and devices considered in BLV research. 

Recently, Gurcan et al. [46] reviewed 60 years of HCI research 
and determined that there were certain "developmental stages" that 
are closely related to technological shifts. For instance, Bhomwick 
et al. [17] noted a "Mobility and Accessible Environments" research 
community actively involved in developing systems based on ma-
chine learning, computer vision, and pattern recognition. Unsurpris-
ingly, our analysis therefore highlights that artificial intelligence 
has become a dominant technology within HCI research over the 
last decade (mentioned in about 15% of 880 publications’ TAKs). 
For instance, whereas the initial VizWiz [18] publication did not 
use machine learning to achieve Visual Question Answering, re-
searchers (e.g., [6, 45, 76, 106]) have since expanded upon this con-
cept by combining computer vision, natural language processing, 
and knowledge representation modules. 

Finally, we also note the increase of interest in topics such as 
augmented reality (e.g., [13, 142]) and virtual reality (e.g., [108, 
140]). For instance, recent studies have proposed solutions based 
on such technologies not only for navigation assistance [13, 142] 
but also for orientation and mobility training [140] using either 
visual enhancement [13] or visual substitution [13, 108, 140, 142] 
strategies. 

5.4 RQ4: Interactions and Use of Vision 
Our final question aimed to determine what the common interaction 
modalities are in the BLV literature and if/how they consider the 
users’ visual abilities? 

Whilst we commend the diversity of solutions proposed by the 
HCI community, our results in Section 4.5 highlight instances where 
assistance and feedback/outputs are generated automatically with-
out requiring or enabling the user to provide input. Moreover, given 
the heavy focus on both blind and low-vision or blind people high-
lighted in Section 4.3.2, the lack of interest for solutions with visual 
feedback (Section 4.5) seems consistent with prior studies [50, 111] 
which highlighted the potential lack of consideration of residual 

vision of target end-users and their desire to use it. Furthermore, 
the study conducted by Szpiro et al. [111] emphasizes how "different 
visual abilities lead to different interactions with technology" and the 
desire of low-vision participants to be able to control/adapt the tech-
nology in use to their needs. Moreover, several works mentioned 
that users with similar visual statuses possess "individual differ-
ences/preferences" in terms of navigation [50, 131] and interaction 
[84] behaviors. 

We therefore encourage future research on how to enable users 
to gain more control of the assistance that is provided. For instance, 
studies could explore: the ability to adapt the feedback or even 
switch off certain outputs based on users’ preferences; the ability to 
query the system to obtain additional information if/when required; 
and the ability to provide feedback to the system if they have trouble 
understanding the feedback that is being provided. 

Finally, whilst our study delineated interaction modalities found 
in our subset of studies (N =70), our work does not report on the 
multimodality of proposed solutions. This could be the subject of 
future reviews to understand the potential benefits of multiple input 
and/or output modalities on the BLV community. 

6 LIMITATIONS AND FUTURE WORK 
The primary limitation of our work stems from our research query 
which may not encompass the diversity of terms used in BLV re-
search (e.g., specific visual conditions). Moreover, our document 
retrieval process used Scopus which, similar to other scientific 
databases, contains data quality issues [39]. For instance, we no-
ticed cases where certain publications within our scope contained 
either missing or incorrect data that had to be revised manually. 
These limitations may have impacted the number of retained publi-
cations, our bibliometric thresholds, and thus our findings. 

In accordance with the findings from Brulé et al. [28] and Mack et 
al. [72], we highlight the diversity of terms used to denote the BLV 
community as well as, in some cases, a tendency not to specify the 
form(s) of visual impairments or the visual abilities of participants 
or end users. The heterogeneity in reporting visual abilities may 
have impacted the documents retrieved from our research query, 
our coding phase, and thus the results. 

Additionally, the screening phase may be prone to subjectivity 
due to the researchers’ interpretations made on the title, abstract, 
and author keywords on a portion of the total number of retrieved 
documents that were valid. However, to reduce this limitation, 
we performed an independent evaluation aided by bibliometric 
techniques that attempted to identify outliers within our dataset. 

Furthermore, the normalization based on the citation count as 
well as the clustering based on DBCA can lead us to neglect papers 
that, although haven’t yet gained much interest within the HCI 
community, yield promising future research areas. Whilst our analy-
sis included studies from both ACM and IEEE sponsored venues, we 
focused on a sponsor-agnostic delineation of the most prominent 
research areas. However, a comparison of research methods and 
technological trends between ACM and IEEE could provide addi-
tional insights into our field. Moreover, given the interdisciplinary 
nature of accessibility research [126], investigating BLV research 
through additional bibliometric techniques (e.g., co-citation analy-
sis) could highlight the diverse schools of thought [117, 122]. 
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Finally, our results could lead to future analyses into our field. 
For instance, whereas our work presents a general overview of the 
field and highlights four main research areas, there may be several 
subareas which could be subject of their own review (e.g., physical 
activities and leisure, training tools for BLV, inclusive education). 
Moreover, an identification of these subareas (e.g., indoor/outdoor 
navigation, transport access, visual question answering, web acces-
sibility) could be used to conduct additional technology or domain 
specific literature reviews. Finally, future work could contribute to 
literature by investigating other aspects of accessibility such as the 
evolution of BLV related terminologies over time or the analysis of 
the accessibility of the documents themselves. 

7 CONCLUSION 
In this paper, we conducted a two-part analysis of BLV research 
from ACM and IEEE sponsored conferences and journals between 
2010-2022. Via a synthesis and programmatic analysis of 880 pa-
pers followed by an in-depth analysis of the top 100 most-cited 
subset, we contribute insights into four major research areas, com-
munities of focus, technologies, and interaction modalities. Whilst 
our findings highlight a large variety of innovative solutions and 
research for the BLV community, we also discuss potential future 
fields of research that may gain more popularity with advancement 
of technology and suggest areas for improvement. For instance, we 
encourage discussions regarding how to collect and report visual 
ability status. We hope that our review will serve as a valuable 
resource for researchers and practitioners interested in improving 
the lives of BLV people and will help promote discussions on the 
future of our field. 
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