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Figure 1: We introduce DepthScape, a Human-AI collaborative authoring system for 2.5D visual designs. DepthScape takes
input images and use 3D reconstruction to estimate its inherent depth information. With AI-assisted design recommendation,
users can quickly layout design elements in the implicit 3D space. The output is a visual design with realistic perspective and
occlusion effects following depth cues in the input image.

Abstract
2.5D effects like occlusion and surrounding, which incorporate
3D blending in 2D designs, enhance visual dynamics and realism.
However, it is hard to create 2.5D effects due to complexity of
human depth perception and the labor intensive task of realisti-
cally conforming design elements to real-world perspective and
occlusion. We introduce DepthScape, a Human-AI collaborative au-
thoring pipeline that creates 2.5D visual designs by placing design
elements in an estimated depth space. Leveraging a single-view
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3D reconstruction model, DepthScape processes input images into
3D scenes, enabling realistic 2.5D effects by positioning and ren-
dering visual elements in the 3D scene. DepthScape also suggests
element placement in the 3D space based on examples from our
design library, and provides interface for users to further fine tune
the design. Our user study among 9 users shows that DepthScape
is capable of creating sophisticated visual effects, accelerating the
authoring process, and also inspiring new ideas.
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1 Introduction
Humans gain 3D perception from 2D images with depth cues like
occlusion and shading [3, 7, 15]. Leveraging this visual ability, cre-
ators have long been applying depth-enhancing techniques such as
layering, projecting, and shading, to further improve visual realism
in 2D designs. Borrowing from graphics research [13, 19], we call
this type of visual design “2.5D design”. However, creating such
powerful visual designs can be challenging. For instance, when a
designer wants to wrap text around a human figure, they could
use a 2D design tool to apply transformations to the text pixels
to create perspective and occlusion effects, which is tedious and
error-prone. There are also alternative 3D workflows of modeling
and rendering, which has a steep learning curve for 2D designers.
In both cases, exploring the design space and iterating on the design
is very time-consuming, leaving much of the potential design space
unexplored and limiting creativity.

How do we make it easier for 2D designers to craft these ef-
fects? Inspired by the aforementioned visual perception theories
and further validated by hundreds of professional design examples,
we summarize a key design rule of 2.5D visual designs: creating
realistic perspective and occlusion effects to integrate 2D elements
seamlessly into 3D scenes. For instance, a text element partially
occluded by a human figure, or a circular text with a surrounding
effect that goes behind the figure while other parts stay in front.
Building on these insights, we propose a simplified 2.5D design
paradigm: inferring depth from user-provided input images to cre-
ate an implicit 3D space, where users can place design elements
to achieve perspective and occlusion. This approach reduces the
complexity of creating realistic effects, allowing designers to focus
on creativity rather than manual adjustments.

We introduce DepthScape, a graphic authoring system that lever-
ages depth estimation and 3D rendering to create 2.5D designs. We
utilize a single-view-to-3D reconstruction model [18] to transform
input images into 3D scenes, creating an implicit 3D space where
other 2D elements, like text, icons, and shapes, can be placed. Here
we define this implicit 3D space as a 3D reconstructed space that is
not directly interactive with user but encodes critical depth cues.
We tune the rendering pipeline to make the implicit 3D scene and
other design elements occlude each other following their 3D place-
ment, while the 3D scene itself remains invisible and reveals the raw
pixels of the input image. In this case, we avoid distorting, layering,
and masking workload and create an enlarged design space where
novel 2.5D designs can be easily explored.

To evaluate DepthScape, we conducted a user study with nine
participants, guiding them to first replicate example 2.5D designs
and then freely explore with the DepthScape system. Our inter-
view about the user experience shows positive overall rating of
DepthScape’s usability, especially in terms of creativity. Sugges-
tions regarding the interface and the technical pipeline are also
collected to support future improvements.

In summary, this work makes three primary contributions: (1).
A novel pipeline for creating 2.5D visual design leveraging depth
estimation. (2). An authoring interface with AI suggestion. (3). An
exploratory system evaluation and findings that supports future
improvements.

2 Related Works
Humans gain 3D perception from not only binocular vision, but also
monocular cues to depth, such as linear perspective, interposition,
Gestalt principles, and shadows [3, 7, 15]. Techniques based on this
instinctive human ability are widely applied in graphics research
and engineering. From 1970s, developers have been using methods
like scaling sprites [2] and parallax scrolling [1] to create pseudo-
3D effects in arcade games. Similar techniques are also widely
applied in visual arts from paintings to modern designs of posters,
illustrations, websites, etc.

In addition to using design techniques and graphic technolo-
gies to achieve depth perception, researchers have increasingly
leveraged real estimated depth to assist creative tasks. With recent
advancements in computer vision, the depth information of a sin-
gle image can now be easily obtained, whether as a depth map
[16, 22, 23, 27] or a 3D model [18, 20, 21, 25]. These output results
can be applied in various creative applications, like ZoomShop [10],
which uses image depth information to edit image composition,
enlarge distant objects, and adjust relative size and positions of
objects. Similarly, VideoDoodle [24] uses depth information of video
scenes to enable hand-drawn animations into the video. Lu et al.[11]
uses depth map to better capture key contours in the input image
during image vectorization.

Following this thread of work, we gain insights on how depth
information can be helpful to creation tasks: depth information pro-
vides spatial details that ensure content edits true to reality. Since
2.5D designs are also heavily dependent on depth perception and
aims for visual realism, utilizing the estimated depth information
to simplify the image editing workload for 2.5D effects creation
becomes a natural solution.

3 The Formulation of DepthScape
To build a system for 2.5D design creation, three key questions
must be addressed:

What are the target 2.5D effects? By analyzing over 200 pro-
fessional 2.5D poster designs from Pinterest, we identified common
patterns: Most designs feature one main object and multiple text
or shape elements positioned around the main object. Meanwhile,
element placement typically falls into three categories: Plane (flat
surface), Surrounding (warped around the main object), and Decal-
ing (rendered onto 3D surfaces). See Figure 2.

What are the key barriers to creating these 2.5D effects?
Designers often use image editing tools to segment, mask, arrange,
and warp elements, which is time-consuming and requires precise
pixel transformations for 3D perspectives and occlusion effects.
Alternatively, 3D workflows (e.g., photogrammetry, modeling) en-
sure realistic results but demand significant expertise and effort
to switch between 2D and 3D tools [5, 6, 26], complicating spatial
reasoning. These challenges make design iterations tedious and
limit exploration of the design space.

https://doi.org/10.1145/3706599.3719727
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Figure 2: Three common types of design observed from design library. We focus on plane and surrounding for this current
stage.

How can we resolve these barriers and accelerate the de-
sign process? Inspired by prior work that utilize depth information
to edit images and videos [10, 24], leveraging depth information
from input images offers a promising solution. By estimating depth,
we can construct an implicit 3D space to place design elements,
providing three key advantages: (1) Occlusion effects are achieved
through depth-axis placement, eliminating the need for layering
and masking. (2) Realistic perspectives are achieved via 3D posi-
tioning and rotation, avoiding manual distortion. (3) Parameterized
placement simplifies operation, automation, and analysis.

4 The DepthScape System
Building on the above discussion, we introduceDepthScape, a human-
AI collaborative authoring pipeline that simplifies 2.5D graphic
design through depth estimation. DepthScape constructs implicit
3D spaces based on visual depth cues in input images, enabling the
placement and 3D deformation of 2D design elements to achieve
realistic occlusion and perspective effects. The system accelerates
2.5D design with design templates and AI-driven recommendations.
Additionally, DepthScape offers a tuning and visualization interface
for fine adjustments, supporting iterative exploration of the design
space.

4.1 Creating an implicit 3D space
We use depth estimation to create an implicit 3D space that reflects
visual depth cues in a given image.We adopt a state-of-the-art single
image 3D reconstruction model CRM [18] to reconstruct input
images into high quality 3D mesh models, which also aligns with
the input image in a front orthographic view. This created implicit
3D space, which isn’t directly manipulated by users but encodes
critical depth cues, can host other visual elements to render realistic
occlusions and natural perspectives (Figure 4A), thus creating 2.5D
effects with ease.

However, standard 3D rendering pipelines reveals the generated
3D mesh (Figure 4C), which has lower graphic quality compared
to the original input image. Thus, we engineer on the rendering
pipeline to conceal the reconstructed 3D model while still enabling
it to occlude other design elements. (See Figure 4B) Specifically,
we first render the input image as a background of the canvas,
then render the entire implicit 3D space while disabling color pixel

writing of the reconstructed 3D models. This creates the illusion
that objects in the original input images are occluding other design
elements. See Figure 4D for an example result.

4.2 Placing design elements
In the implicit 3D space, designers can place visual elements in two
steps: (1) Position primitive surfaces using 10 parameters, in-
cluding the surface type (plane, cylinder, or sphere), and its position,
rotation, and scale along the x, y, and z axes. (2) Place design ele-
ments (PNG images) on the primitive surfaces using 5 parameters:
scale (u, v), offset (u, v), and rotation.

This results in 15 parameters per element, creating a vast de-
sign space but also posing challenges for users unfamiliar with 3D
editing. To simplify, DepthScape employs parameter fitting and
normalization. Primitive surfaces are fitted to the reconstructed 3D
object, and all position and scale parameters are normalized to the
bounding box. This provides a default set of parameters, offering a
baseline design to streamline the process.

4.3 AI-recommendation of design
With normalized parameters, each element placement can be repre-
sented by the aforementioned 15 parameters, forming a reusable
design template. To facilitate quick exploration of the design space,
we built a design library of example templates and further imple-
mented an AI recommendation system using CLIP embeddings [17].
When a user provides an input image, DepthScape compares its
CLIP embedding with those of images in the design library, retriev-
ing designswith themost similar input images. These recommended
designs, as parameterized design templates, are rendered with user
provided image assets and displayed as thumbnails, accelerating
design exploration and inspiring creativity.

4.4 The DepthScape Interface
The DepthScape interface is currently implemented as a web demo
(Figure 3) using React [4] and Babylon.js [14]. The interface has
three main parts: (1) the Asset Panel manages imported assets and
shows suggested design thumbnails; (2) the canvas renders the 2.5D
effects, (3) the Edit Panel enables fine-tuning of the design via a
series of categorized sliders.
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Figure 3: DepthScape’s User Interface
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Figure 4: DepthScape’s implicit 3D space and rendering setting. (A) A diagram showing the composition of the implicit 3D
space, including the raw input image, the 3D reconstruction model, design elements, and an orthographic camera generating
design results. (B) The occlusion relations in the rendering pipeline. (C) A design result in default render setting. (D) A design
result in engineered render setting.

To use DepthScape, the user starts by importing an input image,
which is processed into a 3D scene in real time. Next, they can add
2D assets like text, icons, or shapes to the 2.5D design. For each
asset, DepthScape generates a series of AI-recommended layouts,
displayed as thumbnails in the Asset Panel. Users can click these
thumbnails to apply a selected design. Further adjustments to ele-
ment placement—such as orientation, size, and repetition—can be

made using the Edit Panel. To aid placement, a debug view is avail-
able, showing the canvas with a perspective camera to reveal the
implicit 3D space. See the supplementary video for a demonstration.

5 User Study
To examine the usability and authoring performance of the Depth-
Scape system, we conducted a user study across nine participants
(eight male and one female, aged 20-60), who tried the DepthScape
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Figure 5: Replication tasks and results of the user study. Left: replication target; Middle: image assets for task A and B; Right:
selected design results.

system and evaluated their experiences. Among them four have
professional design experience in visual and graphics. All partici-
pants self-reported high 2D visual design expertise, while six have
moderate to professional 3D design skills.

We first introduced the project motivation and the DepthScape
interface, then guided participants to recreate two example designs
with provided image assets (Figure 5). After they finish, we asked
follow-up questions about their experiences. We then encouraged
participants to explore the DepthScape system freely and create
designs as they wish. Lastly, we followed-up the design experience
with more usability questions and Likert-scale ratings.

On average, the study lasted 61 minutes and 30 seconds. All par-
ticipants successfully utilized DepthScape to create multiple 2.5D
designs. In total, participants created 18 open-ended designs, with
an average of 2 designs per participant. Most participants found the
first replication task (Figure 5A) fairly simple and straightforward
to finish with the AI recommended layout and the edit panel. The
second replication task (Figure 5A) was more challenging and time-
consuming compared to the first one, especially for the alignment
of cylinder surfaces to the bullet shape. Many participants used
the debug view to support 3D alignment. P8 commented “I like the
debug view because you could actually see how curved (the surface)
is or if it’s pointing downwards, but in 2D I can only see the final
render.”

Participants produced diverse and visually compelling designs
in the open-ended phase (Figure 6). Designs, like P1-2, P3, and P4,
though created quickly and aimed for relatively simple depth cues,
achieved realistic partial occlusion effects due to the accurate depth
information in the implicit 3D space. More complex designs, like P1-
1, P2, P6, and P8, were also quickly created leveraging repetition and
surrounding effects. Some designs, such as the helix design in P2
and the purple haze in P8, were created beyond expectations when

exploring the design space. By accidentally editing the element
repetition and rotation, P8 unexpectedly repurposed a rectangle
frame into a haze effect behind the car.

From these design explorations, we observe three ways that
DepthScape supports creativity: (1) the accurate depth information
in the implicit 3D space simplifies the creation of realistic occlusion
effects; (2) the capability of rendering complex deformation and
repetition effects in 3D space supports the creation of complex but
orderly perspective effects. (3) the parameters of design element
placement creates a design space that is big enough to contain
serendipitous designs, while still being easy to explore.

We received a positive overall rating for usability, especially for
the creativity support of the system. Participants highly agree that
"I felt that the prototype supported my creativity." (avg = 4.67/5). P8
commented “I can do anything I want and try out things”. Partici-
pants also commonly agreed that DepthScape makes occlusion (avg
= 4.56/5) and surrounding effects (avg=4.56/5) easy to achieve. P2
said “ (In existing editing tools) If I want a slightly different rotation,
I had to redo everything from scratch. But in DepthScape I can just
change the parameter”.

Besides the positive results, there were also aspects that can be
improved. Onemain improvement is in the result quality (avg=2.22/5),
which was mainly due to misalignments of 3D models with in-
put images and the rendering quality of elements. Another often
wished improvement was in the the general usability of interface
(avg=3.56/5), mainly due to the challenge in finding the right sliders
for the desired adjustments, and quality of AI recommended designs
(avg= 3.67/5). P2 commented: “The sliders creates cool effects, but
they are sometimes unintuitive”. Participants also suggested new
features that can improve usability, like enabling direct manipula-
tion in the canvas, having an undo function, enabling parameter
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Figure 6: Open-ended designs from study participants.

syncing to align multiple elements, enabling perspective rendering
for better 3D effects, etc.

6 Discussion
Application Scenarios: As suggested by eight of our nine user
study participants, DepthScape’s 2.5D design pipeline could be inte-
grated into existing image editing tools like Adobe Photoshop,
Adobe Express, and Figma. Its depth-based editing capabilities
would introduce an inspiring new functionality to these platforms,
while the advanced image and text editing features of these plat-
forms could complement current limitations of the DepthScape
prototype.

Beyond static image design, we also envision DepthScape being
applied to animation creation. First, the 3D placement parameters
of design elements in the implicit 3D space—such as rotation and
position—could be tied to time to create simple motion animations.
Additionally, recent advancements in video depth estimation [8,
9, 12] open the possibility of extending DepthScape’s depth-based
2.5D creation pipeline into video, enabling the placement of visual
elements within a 3D video space. This could lead to a powerful
tool for dynamic and immersive content creation.

Limitations and Failure Cases: While DepthScape was pos-
itively evaluated in our user study and generated many visually
compelling designs, we observed limitations in system performance
and adaptability.

Firstly, as reflected in user study, professional designers wished
for higher rendering quality. Currently, the 3D reconstruction of

input image generated by CRM [18] sometimes have small mis-
alignments with the input image, leading to offsets in the occlusion
effects. Also, the alignment of 3D reconstruction from CRM to the
original input image requires orthographic rendering, which limits
the foreshortening in element rendering.

Secondly, the current depth estimation and alignment pipeline
fails on complex images like urban, forest, and indoor scenes, or
images without clear main objects. The depth quality is also im-
pacted at unclear edges (e.g. furry, steamy, half-transparent, and
unfocused object edges).

Thirdly, the current CLIP-based design recommendation only
focuses on semantic information of the input image, neglecting the
semantics in the design element image and user design goal. In this
case, some recommended designs may mismatch the overall design
semantics and user intention.

Future Work: We aim to explore better depth estimation meth-
ods that support more complex scenes and improve the alignment
between input images and their corresponding 3D scenes. Addi-
tionally, we plan to enhance perspective rendering in the implicit
3D space to better showcase foreshortening and other perspective
depth cues. We do not plan to enable users to edit the depth recon-
struction directly.

To further advance the system, we intend to implement more
sophisticated AI-driven design support by leveraging the latest
vision-language models. By semantically understanding and ex-
tracting key objects from input images and locating their positions
in the depth space, we can enable more context-aware placements
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of visual elements. For example, text layers could be aligned parallel
to a building facade or oriented to face the forward direction of
a human figure. These improvements will enhance the system’s
ability to create intuitive and visually coherent 2.5D designs.

7 Conclusion
Leveraging the latest advancements in depth estimation, we propose
a novel 2.5D design pipeline that transforms depth cues in input
images into implicit 3D spaces, enabling easy creation of realistic
occlusion and surrounding effects. By offering AI-assisted element
placement recommendations and a fine-tuning interface, users can
efficiently create visually compelling 2.5D designs. A user study
with 9 participants demonstrated strong creativity support, with
participants praising the system’s ease of use and creative potential.
We believe DepthScape introduces a new design paradigm and
has the potential to be integrated into professional image editing
workflows.
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