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Learning practices and crosscutting concepts in science, technology, engineering, and 

mathematics (STEM) subjects pose challenges to young learners. Without external 

support to foster long-term interest and scaffold learning, children might lose interest 

in STEM subjects. While prior research has investigated how Augmented Reality 

(AR) may enhance learning of scientific concepts and increase student engagement, 



  

only a few considered young children who require developmentally appropriate 

approaches.  

The primary goal of my dissertation is to design, develop, and evaluate AR learning 

systems to engage children (ages 5-11) with STEM experiences. Leveraging 

advanced computer vision, machine learning, and sensing technologies, my 

dissertation explores novel user interaction techniques. The proposed techniques can 

give learners chance to investigate STEM ideas in their own setting, what educators 

call contextual learning, and lower barriers for STEM learning practices. Using the 

systems, my research further investigates Human-Artificial Intelligence (AI) 

interaction—how children understand, use, and react to the intelligent systems.  

Specifically, there are four major objectives in my research including: (i) gathering 

design ideas of AR applications to promote children’s STEM learning; (ii) exploring 

AR user interaction techniques that utilize personally meaningful material for 

learning; (iii) developing and evaluating AR learning systems and learning 

applications; and (iv) building design implications for AR systems for education. 
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 Introduction 

Science, technology, engineering, and mathematics (STEM) disciplines pose 

challenges to young learners because they require understanding of scientific 

practices (e.g., inquiry process) and concepts in addition to disciplinary knowledge 

(e.g., digestive systems in biology) [60,197]. Children are inherently curious and have 

capacities to develop understanding of the world on their own. However, without 

appropriate intervention to foster long-term interests and scaffold learning, children’s 

eagerness and curiosity to investigate STEM ideas may not persist [97]. Moreover, 

formal STEM education is often disconnected from a child’s personal interests and 

real-world experiences, which can make it hard to understand key ideas and can 

negatively influence student motivation [3]. For example, children often struggle to 

understand abstract mathematical concepts, as they cannot see them in action nor use 

them in real life [27].  

To address these issues, educators, researchers, and policymakers encourage 

incorporating innovative technologies (e.g., EcoMOBILE [135], Minecraft [247]) that 

offer hands-on activities of problem-solving [59,237], inquiry [96], and engineering 

design [16]. For example, the STEM 2026: A Vision for Innovation in STEM 

Education by the U.S. Dept. of Education report [263] notes that Augmented Reality 

(AR) technology has the potential to transform classrooms, the natural world, and 

living environments into flexible learning spaces where children can develop their 

own STEM knowledge. The report also recognizes the potential of AR to provide 
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situated and intelligent learning experiences, which can offer modes of learning such 

as scientific inquiry, “in the field” investigations, and collaboration with peers and 

teachers. 

While an emerging area, there already exists rich albeit rapidly evolving 

literature on both the technical development and pedagogical use of AR learning 

systems. Researchers have investigated how AR may enhance understandings of 

scientific concepts and increase student engagement—e.g., by visualizing 3D 

information, contextualizing the learning experience, fostering collaboration 

[150,220,287]. While my dissertation is inspired and informed by this literature, there 

are three key differences. First, my research targets young children who require 

developmentally appropriate practices and tools (e.g., free-form design with open-

ended materials) [263]. Prior work is mostly aimed at adults or high school students 

[12] rather than young children who have limited experience with scientific devices 

and practices [209]. Second, my approach focuses on personally meaningful user 

interaction that can promote relevance in learning. Unlike conventional AR systems 

supplying static learning materials (e.g., displaying 3D models on a fiducial marker 

[83,86,142] or a place [70,135]), my research imbues AR learning content with 

personal data, children’s creative ideas, and surrounding environments. I hypothesize 

that these approaches can help children draw connections between a learners’ 

personal life and STEM topics. Lastly, my research explores specific AR-supported 

learning experiences including collaborative inquiry [15,38], design-based learning 

[67,105], and mathematization [54,277]. Existing AR learning systems mostly 
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focused on providing visualizations that may help children better understand domain 

knowledge (e.g., 3D molecular structures). Beyond providing visual information, my 

dissertation investigates how AR can support the educational practices that are highly 

stressed in STEM education—e.g., mathematization is essential to promote children’s 

long-term engagement with math [277]). 

1. 1 Research Approach and Overview 

To explore the potential benefits and challenges of AR for children’s STEM learning, 

my dissertation focuses on user interaction techniques and that can support personally 

relevant STEM practices. Specifically, this dissertation presents the design, 

development, and evaluation of three distinct AR learning systems including 

SharedPhys [138], PrototypAR [136], and ARMath [139].  These systems incorporate 

personally relevant information like a child’s own physiology data as well as 

everyday objects for user interaction. With these interaction techniques, we 

hypothesize, children may investigate STEM ideas in their own setting, what 

education researchers call contextual learning [130]. For example, with ARMath, 

children may learn how to calculate the circular area of a cookie on the table. As 

another example, children may understand how physical activity affects their body by 

examining SharedPhys’ visualization that augments the children’s bodies with real-

time heart rates and breathing rates.   

For each system, we followed a human-centered, iterative process including: 

(i) designing AR user interaction and supported STEM practices, (ii) developing 
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software systems and learning applications, (iii) evaluating the user experience—

usability, preference, and learning potential—through field deployment. In the early 

stage of the research, we collaborated with STEM teachers and children to design 

user interaction and learning activity. This allowed us to understand how children 

would use the proposed user interface, what children could learn with AR in the 

formal STEM curriculum (e.g., Next Generation Science Standards [197]), and 

identify design and pedagogical issues. With the resulting design ideas, we 

implemented the three distinct systems leveraging 3D graphic (e.g., Unity3D [268]), 

sensors (e.g., Bioharness for physiology [131]), and computer vision (e.g., 

Convolution Neural Network for object detection [119]). We also iteratively tested 

the systems with children to ensure the robustness and the usability.  Finally, we 

conducted user studies in partnership with local schools, after school programs, and 

museums. The studies demonstrate the feasibility of our systems, identify the 

potential benefits and challenges of the user interactions, and suggest design ideas for 

AR-based learning. 

Specifically, there are four major objectives and related research questions in 

my dissertation: 

i. Gathering design ideas of AR systems to promote children’s STEM 

learning. (Q1a) In what ways can AR enhance children’s STEM learning? 

(Q1b) What are the limitations of existing AR learning tools for children? 

(Q1c) What types of STEM practices and lessons can be supported with AR?  
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ii. Exploring novel user interaction techniques that utilize personally 

relevant information and objects. (Q2a) How can children use their real-

time physiological data to conduct scientific inquiry? (Q2b) How can children 

use paper crafts to model and experiment with complex systems? (Q2c) How 

can children use existing physical objects to learn math concepts?  

iii. Developing and evaluating of AR learning systems and learning 

applications. (Q3a) How can we build AR systems that support inquiry 

learning, complex systems learning, and math learning respectively? (Q3b) In 

what ways can systems better support learning via visualization, scaffolding, 

and AI-agent? (Q3c) How do our approaches influence learning experience 

in terms of engagement and learning?  

iv. Building design guidelines of AR systems for children’s STEM learning. 

(Q4a) What are the design requirement of children and educators for such 

tools? (Q4b) What do we need to consider in designing AR-supported lesson 

plans? (Q4c) What are the benefits, challenges, and tradeoffs of different 

approaches in such tools?  

Below, we summarize the three threads of research including SharedPhys, 

PrototypAR, and ARMath.  
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1. 1. 1 SharedPhys: Physiological Sensing, Large-screen Visualization, and Whole-

body Interaction for Collaborative Inquiry 

To explore user interaction using live body data, we designed, developed, and 

evaluated SharedPhys. With SharedPhys, children can interact physically—both 

explicitly via body movement and gesture and implicitly via their changing 

physiology. Our design study and evaluation investigated how the integrated 

approach can engage children in meaningful scientific inquiry (e.g., children test if 

their heart rates increase or decrease when they are dancing). We first conducted 

participatory design (PD) sessions with elementary school teachers to gather design 

ideas about SharedPhys interface and its learning activities. Teachers suggested 

leveraging physical movement, live data, and temporal and social comparison to 

engage children in both structured and open-ended scientific inquiry. Especially, in 

the open-ended inquiry, children pose their own questions about their body, design an 

experiment involving physical interaction and visualization to test the questions, and 

draw conclusions based on their observation.  

Based on the results of the participatory design sessions, we developed three 

SharedPhys prototypes including Magic Mirror for basic human anatomy, Moving 

Graphs for the relationship between physical activity and physiology, and Animal 

Avatar for animal anatomy. Magic Mirror is designed to help understand the human 

respiratory and circulatory system including: the position, shape, and size of internal 

body parts and how the two system work together. Using a depth camera and 

computer vision, the system tracks users’ body movement, position, gestures and 
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augment the bodies with the users’ physiological data in real-time. The system allows 

children to look inside one’s own body and functioning organs, place individual 

organs with whole-body gestures, and test if an organ belongs to either the respiratory 

or circulatory system. Moving Graphs focuses on supporting collaborative inquiry 

about the relationship between physical activity and the two systems. On the large 

screen, the system visualizes a line graphs of real-time heart rates, breathing rates, or 

basic statistics. Using the graph, children can test their own inquiry questions such as 

“How is my heart rate changing over time?” Animal Avatar is designed to extend 

understanding of biological systems across animals. The system visualizes the 

respiratory systems of six different animals whose breathing animation is being 

adapted from children’s live physiology. The visualization allows for role-playing the 

animals and cross-species comparison—making observations about similarities and 

differences between the animals.  

To qualitatively evaluate the prototypes, we conducted six studies at two local 

after-school programs; 69 children (ages 5-13) and 6 adult staff participated. In the 

overall, the evaluation of three SharedPhys prototypes helps map out and probe an 

initial design space for mixed-reality environments that utilize live physiological data 

for inquiry-based learning. The interactive visualizations engage children’s bodies 

through bodily actions, gestures, and exercise. In Magic Mirror, for example, children 

voluntarily moved their bodies left and right to view their internal organs from 

different perspectives or move closer to the screen to zoom-in their bodies. In the 

meanwhile, we observed social interaction s such as verbal communication, 
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mimicking other’s bodily movement, and encouragement. In terms of design 

preference, there was a clear trend toward designs that involve higher level of 

physical interaction. Despite the technical and administrative limitations of the 

sensors, our results demonstrate the rich potential of physiological sensing as a mean 

to interact with virtual content and promote engagement. 

1. 1. 2 ProtoypAR: Prototyping and Simulating Complex Systems with Paper Craft 

To explore tangible interaction via lo-fi materials, we designed, developed, and 

evaluated PrototypAR. The system allows children to design complex systems using 

paper crafts, receive feedback via AR visualizations, and test their design in a virtual 

simulation environment. The system is comprised of three key components including: 

(i) a lo-fi prototyping interface to support light and playful creation of complex 

systems models (e.g., bike gear system), (ii) AR scaffolds to assist iterative design 

and aid learning, and (iii) a virtual simulation to support testing of the created models. 

In our co-design studies with children, we were able to understand what children 

like—e.g., use of paper craft and personalized experiments—and dislikes—e.g., 

design feedback constraining creativity. Also, children suggested design ideas such as 

user interface to design invisible properties, in-situ testing function to verify designs 

early and frequently, or facilities to prompt iterative design and testing.  

With prototyping interface, children can design the structure elements of a 

complex system and their behaviors that contribute to the system’s function. The 

representation of structural elements includes an object’s type, shape, size, position, 
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and relationship to other elements. Behaviors are designed explicitly via printed 

behavioral labels; each label has a behavior name and a data field to be filled for 

numerical or categorical variables. In the meanwhile, PrototypAR actively tracks the 

work surface and offers scaffold to provide domain knowledge, guide children 

through the interface, or facilitate the iterative design process. At any time, the user 

can switch to experiment mode to make observations about how their prototypes 

function and why through virtual simulations. To help experimentation, the 

simulation environments include review panel to help comparison and selection of 

models and analysis panel to help interpret simulation results.  

 To evaluate PrototypAR, we developed three example applications—each 

allows children to design, build, and experiment with different types of complex 

systems from mechanics to optics to ecology. Then, we conducted four single-session 

evaluations with 21 children (ages 6-11) at two local facilities. Our findings show that 

a mixed reality approach—accompanied with scaffolding—can allow children to 

engage with modeling and experimentation of complex systems. Specifically, 

children approached design largely in two steps—a bottom-up step to complete a 

model and an exploration step to try various forms, making use of AR scaffolds as 

needed. They also learned about different aspects of complex systems through 

constructing, observing, and comparing models. This suggests that complex systems 

learning is approachable for young children given appropriate learner-centered tools 

and environments.  
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1. 1. 3 ARMath: Mathematizing Everyday Objects 

To explore interaction with everyday objects, we designed, developed, and evaluated 

ARMath, a mobile AR system that allows children to discover mathematical concepts 

in familiar, ordinary objects and engage with math problems in meaningful contexts. 

With ARMath, children can explore both the mathematical composition of everyday 

objects—for example, the angles of a book with an AR protractor—as well as use the 

manipulatives to interactively solve arithmetic problems such as counting physical 

coins to purchase a virtual ice cream treat. Our research began with two PD sessions 

with STEM teachers, followed by co-design sessions with children. Teachers 

suggested design considerations for ARMath such as design of mathematically 

meaningful user interaction and opportunity to reflect on children’s interactive 

approaches. They also enumerated design ideas including displaying equations for an 

on-going interaction, supporting interactive analysis of object shapes, and vocabulary 

learning. In the following study with children, we focused on drawing design 

implications asking children to use an initial prototype. The key ideas included setting 

up a virtual situation requiring manipulation of everyday objects and integrating AI-

repairing interface to correct computer vision errors.  

Informed by the PD sessions, we developed the final ARMath system—a 

mobile AR app—with five application modules for counting, addition, multiplication, 

division, and geometry. ARMath offers a four-step user experience: (i) present a 

virtual and mathematical situation; (ii) find specific everyday objects; (iii) 

interactively solve a math problem by manipulating the objects; and (iv) review a 
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formal symbolic representation. Technically, ARMath system consists of four parts: 

(i) a perception engine that uses CV to recognizes everyday objects, (ii) a problem 

generator that creates storytelling, a math word problem, and a corresponding 

equation based on the perception, (iii) an interaction engine that detects interaction 

with physical and virtual objects for problem solving and (iv) a scaffolding engine 

that visualizes abstract concepts and helps with math procedures.   

To understand how children could use ARMath and to uncover opportunities and 

challenges therein, we conducted a field deployment at a local children's museum; 27 

children participated (ages 5-8). The study allowed us to understand how children 

engage with everyday objects for learning, their interaction patterns in tangible and 

virtual surfaces, and uncovered new opportunities of child-AI interaction for learning. 

Overall, children engaged with ARMath, reporting they enjoyed use of everyday 

objects and life-relevant interactions. Our video analysis indicates that AR 

scaffolds—e.g., visualizing symbolic notation or providing a virtual protractor—help 

children find solutions and support their sense-making efforts. While most children 

experienced several occurrences of computer vision errors, they seemed to understand 

limitations of AI technology and helped the system recognize objects better. This 

indicates the importance and acceptance of the AI-repairing interface to complement 

imperfect AI. 
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1. 2 Research Contributions 

The dissertation results in three types of research contributions including formative, 

user interaction, and system contributions below.  

Formative contributions include: 

• Opportunities and Challenges of AR learning approaches  

• Design considerations and issues related to AR for children’s STEM learning. 

User interaction contributions include:  

• An embodied interface that senses and visualizes multi users’ real-time 

physiological data (e.g., breathing rate)  

• A paper-based interface that allows for iterative modeling and testing of 

complex systems. 

• Interactions with everyday objects to support solving mathematical problems   

System contributions include: 

• The design, development, and evaluation of SharedPhys that supports 

collaborative inquiry of human body. 

• The design, development, and evaluation of PrototypAR that supports 

engineering design and complex systems learning 

• The design, development, and evaluation of ARMath that supports contextual 

math learning in children’s own settings. 
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1. 3 Dissertation Outline 

The dissertation is organized around the three distinct AR systems for children’s 

STEM learning. Chapter 2 presents theoretical grounds for our approaches and related 

work in AR and educational systems. Chapter 3-5 describe design, development, and 

evaluation of the three systems. Chapter 6 summarizes our contributions and 

discusses future work.  
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 Background and Related Work 

The review of literature describes background and related work that is relevant to this 

dissertation. First, we present learning theories and practices that inform design of the 

three systems and their learning activity. Second, we survey existing AR-based 

learning systems and summarize the design space. Lastly, we describe three types of 

interactive learning systems that are relevant to our proposed systems.  

2. 1 Theoretical Foundations 

One overarching goal of this dissertation is to design AR-based systems that can 

support educational theories and practices in STEM learning. To that end, we review 

specific learning theories. We first present one education paradigm called personally 

relevant learning that our systems commonly focus on. We then describe four 

separate theories and practices that our individual systems support.  

2. 1. 1 Personally Relevant Learning 

My research builds on prior efforts to promote relevance in learning—how learning 

experiences are connected with students’ personal interests, cultural experiences, real-

world issues, and living environments [58]. Across a set of pedagogical theories that 

emphasize relevance such as personalized learning [81] and project-based learning 

[246], the shared idea is that increased relevance can motivate students to investigate 

ideas and increase knowledge gain. For example, Hulleman et al. [120] provides 

empirical evidence of how increased relevance can enhance student’s motivation in 
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science and academic performance [120]. In a randomized field experiment with 262 

high school students, the researchers found that students gained both interest and 

performance in science through making connection between science materials and 

their lives. Similarly, mathematics education research has placed great emphasis on 

developing and applying instructional strategies to connect mathematical topics in the 

curriculum to the real world [87,244].  

Because a key focus of AR technology is being aware of and responsive to the 

user context such as objects, user behavior, and places [98], there is rich potential to 

make learning experience more relevant. For example, Chiang et al. [50] conducted a 

comparative study between AR and non-AR mobile apps examining relevance of the 

learning tasks and materials; 57 students (ages 9-10) participated. The experimental 

group who used the AR app gave significantly higher ratings to relevance of their 

learning than the control group, appreciating the immediate access to information 

based on students’ location and contexts.  

Of course, AR by itself does not guarantee relevance in learning. For example, 

Di et al. [66] studied how AR-based learning influences student attention, 

satisfaction, and relevance with comparison to slide-based learning materials; 69 

middle school students (ages 13-16) participated. While students showed significant 

improvement in attention and satisfaction for AR instruction, there is no difference in 

relevance of the learning experience. Student might have felt the content of AR is not 

relevant to their interests as the AR learning content does not offer contextual 

information that would respond to students’ behaviors or interests. This study 
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indicates the importance of connecting AR learning content and user contexts to 

promote relevance of learning.  

2. 1. 2 Computer-Supported Collaborative Inquiry Learning 

Computer-supported collaborative inquiry learning is characterized as the practice of 

conducting scientific inquiry [217] with a computer supported collaborative learning 

platform—a digital environment to facilitate the sharing and creation of knowledge 

through peer interaction [164,226,257]. In scientific inquiry, students act like 

scientists to study the natural and physical world applying specific skills and 

processes of inquiry: posing research questions, designing needed investigations, 

conducting and analyzing experiments, and reporting their findings with peers and 

teachers [148,216,274]. In doing so, students can acquire knowledge, learn inquiry 

skills and processes, and develop attitudes and values essential for science.  

The National Science Education Standards (NSES) [56] suggests five 

essential features for inquiry teaching and learning, including: 

1. Engaging in scientific questions (e.g., posing personally meaningful questions), 

2. Using evidence in responding to questions,  

3. Formulating explanations 

4. Connecting explanation to scientific knowledge 

5. Communicating and justifying explanations.  
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However, integrating inquiry-based lessons in school is challenging due to lack of 

teachers’ pedagogical skills, classroom capacity (e.g., limited time and materials), and 

difficulty in connecting formal curriculum and inquiry [3,126,173].  

Recent work suggests using computer tools to support inquiry learning for two 

reasons [15,113,116]. First, digital tools can help students follow specific inquiry 

processes such as constructing hypothesis, planning experiments, and acquiring and 

visualizing data. Second, the digital tools can support self-regulated learning where 

students can access information and hints via the tools on their own, positively 

affecting student motivation. Relatedly, Quintana et al. [216] developed a software 

design framework that summarize key features of software-based scaffolding to 

facilitate inquiry learning including i) using representations to reveal important 

properties of underlying data, ii) providing structure for complex tasks, and iii) 

embedding expert guidance about scientific practices.  

The central pedagogical approach adopted in SharedPhys is collaborative 

inquiry learning where students work together to pose questions about human body, 

design and conduct experiments, and evaluating the results. Specifically, SharedPhys 

is designed to support authentic inquiry [51,243] by using learners’ live physiological 

data, collaboration by simultaneously acquiring and visualizing multiple users’ data, 

and scaffolding learners by embedding scientific explanations along with interactive 

graphics.  
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2. 1. 3 Complex Systems Learning 

Complex systems such as combustion engines and the human body are made up of 

interrelated components that interact to form a holistic, interdependent system [9,94]. 

Despite their pervasiveness in everyday life, complex systems are challenging to learn 

and to teach [57,125]. Prior work has shown that students struggle to understand how 

individual parts of a system affect the system’s operation as a whole [205,225,282], 

narrowly focus on visible aspects like a system’s structure [114], and have limited 

access to real examples that could affirm or contradict their understanding 

[11,57,125]. 

To promote learners’ understandings of complex systems, we leverage the 

Structure-Behavior-Function (SBF) framework  [94,114], which breaks complex 

systems down into three parts: structure, elementary components and their 

relationships; behavior, the interrelated dynamics of each structural component and 

how they work individually and together; and function, the purpose of the system as a 

whole or a structure component. For example, within the complex system of a 

camera, the lens has a cylindrical structure, its behavior is focusing light rays at a 

focal point, which functions within the camera to adjust zoom-level and create clear 

images.  

PrototypAR combines the SBF framework and Constructionism—a 

pedagogical theory that positions learning as an experiential process that is 

heightened when learners are building physical artifacts such as machines and games 

[112,201]. Through creating and presenting physical artifacts, learners can 
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communicate their ideas with peers, ask questions, and receive feedback, which 

contribute to intellectual and social development [134]. This is particularly effective 

for science learning as constructed physical artifacts can serve as evidence for 

scientific explanation and justification [146]. Given capabilities to experiment with 

created artifacts, further resources on related science concepts and principles, and 

supports to encourage connecting scientific ideas with design decisions, learners can 

have more opportunities for engaging in scientific discussion and inquiry. Informed 

by this, the design of PrototypAR centers on providing a tangible design interface 

along with a testing environment to support rapid creation of scientific artifacts, 

iterative testing and refinement, and experiments with user-created artifacts. 

Especially leveraging AR, PrototypAR scaffold learners through AR prompts to 

bridge knowledge gaps, address problems in the user’s design, and help manage 

design tasks. 

We posit that PrototypAR’s approach would promote an understanding of 

structure because children construct paper-based models of the individual 

components of a complex system (e.g., bike gears). Furthermore, the AR approach is 

situated to facilitate behavior understanding, as the augmentations show how 

individual components work. Finally, the virtual experiment promotes functional 

understandings as the digital system can simulate the effects of individual component 

designs on the entire system and demonstrate those effects in concrete ways that 

resonate with young children (e.g., bike races).  
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2. 1. 4 Mathematization 

Recognizing and applying mathematical ideas in everyday life—i.e., mathematizing 

the world—is critical in math education [153,238,277]. Prior work has shown that the 

mathematization process can deepen conceptual understanding and promote long-

term engagement [200,231]. ARMath supports life-relevant mathematics learning by 

building on current mathematization practices in formal and informal learning 

environments.  

In formal learning environments, teachers use several material and 

instructional approaches including: math word problems that illustrate realistic 

contexts [279], life-relevant references that directly exemplify mathematical concepts 

[87], and hands-on activities to actively discover math concepts [280]. ARMath 

builds upon these learning approaches by integrating virtual agents, storytelling, and 

interactive problem-solving with everyday objects to help motivate and contextualize 

math learning. 

Children’s mathematizing experiences also emerge during their play at home 

[5,273] such as when they create patterns with construction blocks or count their toys. 

In these informal settings, prior work suggests learners benefit from: (i) directing 

attention to mathematics during real-life activities [245]; (ii) adult intervention to 

scaffold learning [177]; and (iii) exploration through unstructured manipulation of 

objects [41]. Using these attributes of informal learning environment, ARMath 

integrates explicit math tasks (e.g., drawing a shape, counting) and computer-

mediated scaffolds that help understand abstract concepts.  
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While prior work suggests that AR-based math tools support active and social 

learning via rich information [18,142], little work thus far highlights the role of AR in 

supporting mathematizing experiences. Prior work mostly focused on interactive and 

immersive visualizations, suggesting their benefits of enhancing conceptual 

understanding of 3D spatial problems [141,142], dimensional analysis [75], or non-

numerical magnitude [18]. Only a formative study by Bujak et al. [37] suggested the 

potential of AR to support mathematical discovery in the learner’s own environment. 

Building upon this, ARMath focuses on utilizing physical environments, including 

physical objects and their mathematical or life-relevant attributes, to blend 

mathematical ideas and skill into everyday experiences 

2. 1. 5 Embodied Learning 

The role of the body in cognition has recently drawn increased attention in HCI [14, 

28, 47] and the learning sciences [26, 33, 40]. This embodied perspective asserts that 

human cognition is deeply rooted in the body’s interaction with the physical world 

[56]. Researchers have explored different forms of embodiment from using the hand 

as a mnemonic device [66] to using the entire body, often metaphorically through 

role-play, to represent molecules [63], electrical charges [68], or even CS concepts 

[3].With new body tracking technologies, these activities are increasingly 

computationally augmented— often forming a type of mixed-reality environment ( 

“the merging of real and virtual worlds” [45]). With Participatory Simulations [11, 



 

 

22 

 

12, 15, 29], for example, learners become elements of a simulation via computer-

augmented role-play. 

With SharedPhys, the body is both the primary form of interaction as well as 

the topic of inquiry. Prior work suggests that these computer-mediated, whole-body 

interactions can promote and support engagement [2,228], immersion [251], 

sensorimotor development [151], social interaction [214,251] as well as learning (see 

[152] for a review). Most closely related to our work are the tools STEP [64] and 

SMALLab [26,129]. Both use body-tracking cameras and large-screen displays to 

support collaborative, embodied learning activities. Controlled evaluations of two 

SMALLab designs with high-school students showed greater learning gains 

compared with conventional instruction [129]. While highly related, SharedPhys is 

different in that it fluidly integrates body tracking and physiological sensing with a 

large-screen display enabling new types of embodied activities. For example, children 

can become body organs or even other animals (e.g., grasshoppers, fish), which react 

not just to their movement but also their changing physiology. 

ARMath also leverages the embodied nature of learning. Theories of 

embodied cognition highlight the role of the physical body in learning and 

communicating about mathematics [117,286]. For example, researchers have 

designed Kinect-based embodied learning systems to support topics such as counting 

[233] and proving [193,275], and investigated how touchpad interactions with math 

simulations support learning [53]. ARMath builds upon these embodied approaches 

by blending physical and virtual objects that are manipulated by the children’s hands. 
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2. 2 AR Learning Systems 

My dissertation builds on prior research in HCI and education technology that 

introduce AR-based interactive systems for STEM learning and investigate 

educational opportunity and challenges of such tools. Based on a survey of existing 

work, I first present the design space yielding six types of design dimensions: display 

medium, user input method, visualization purpose, instructional approach, flexibility 

of content, and source of scaffold. Then, I highlight user interaction techniques that 

are most relevant to this dissertation. Finally, this sub-section culminates in a 

summary of educational evaluation of AR-based learning detailing what aspects of 

AR are beneficial or challenging for children’s learning.   

2. 2. 1 Design Space 

To better understand the area of research on AR-based learning tools, I developed a 

taxonomy of design dimensions along with existing examples. In reviewing prior 

research on AR technology [24,43,150] and AR for learning [12,47,70,227] more 

specifically, I synthesized six design dimensions, which encompass both the technical 

and educational aspects of AR learning systems. For example, Visualization Purpose 

refers to the role of AR visualizations in learning; AR visualization may supply 3D 

visual information of complex molecular structure or enable online discussion via an 

AR chat box. Construct3D [142] and Augmented Chemistry [83] provide 3D 

visualizations to promote spatial understanding of abstract concepts (e.g., geometry 
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shapes) and invisible objects (e.g., molecular structure). Chiang et al. [50] allows 

learners to exchange ideas, collaboration in this case, related to an object by leaving 

and reading comments in the registered chat box. Table 2.1 describes the entire 

design dimensions.  

Display Technique: type of AR display 

• Individual – stationary display (e.g., monitors [92,227] ) 

• Individual – mobile display [10,50,135,256]  

• Individual – immersive display (e.g., HMD [6,142,248]) 

• Shared – designated screen [74,143] 

• Shared – projection on the environment [61,78,86,210] 

User Input Method: object or information that controls interaction 

• Tangible - markers (e.g., fiducial markers [61,142,143,227]) 

• Tangible - domain-specific objects (e.g., lab devices [6,86,248], tangible artifacts [78]) 

• Tangible – free-form materials (e.g., clay, 3D fabrication [92]) 

• Tangible – everyday objects (e.g., bottles and cans [111]) 

• Body - Body shape and posture [138] 

• Body - Movement [74,210] 

• Body - Hand Gesture [154] 

• Body - bodily data [138] 

• Location – GPS and proximity to a spatial anchor [135,145] 

Visualization Purpose: how AR visualization contributes to learning 

• Supply 3D information [92,142,143,248] 

• Provide guidance and feedback [6,10,278] 

• Enhance presence and immersion [210] 
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• Provide multiple representations [50,61,78,86,227] 

• Support collaboration [50,142] 

• Facilitate a learning activity (e.g., dialogues [256]) 

Instructional Approach: structure of learning activity 

• Observing 3D manifestation [92,142,248] 

• Problem-solving [10,278] 

• Simulation-based experiments [61,74,78,86,143,227] 

• Hands-on activity  (e.g., role play [74], game [210,256]) 

Flexibility of Learning Content: what learning content adapts to 

• Fixed across users and environments [92,227,248] 

• Responsive to user behavior [61,74,142,143] 

• Responsive to surrounding environment [256] 

• Controlled by instructors 

Source of Scaffold: who or what scaffolds learning 

• None [61,74,227] 

• Peers and instructors [143] 

• System [10,137] 

Table 2-1: The six design dimensions of the AR learning systems design space. 

To attain my research goal iv. Building design guidelines of AR systems for children’s 

STEM learning in life, my dissertation explores the design space examining benefits 

and issues of diverse approaches therein. Specifically,  
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• I developed and evaluated SharedPhys that instantiates a combination of 

properties including shared – large screen for display medium, bodily data for 

user input method, and supply 3D information for purpose of visualization. 

• PrototypAR probes into the approaches of design materials for user input 

method, simulation-based experiments for learning activity, and system for 

source of scaffolds.  

• ARMath explores tangible – everyday objects for user input method, problem-

solving for learning activity, and system for source of scaffolds.  

In addition, formative studies with teachers and children gather feedback on the 

design attributes, summarizing their perceived benefits and challenges for learning.  

2. 2. 2 User Interaction 

To provide interactive and contextual learning experiences [130], AR learning 

systems such as in physics [74,141], chemistry [82,92,253], and electronics 

[71,121,179], generally employ one of three interaction approaches including:  

1. Tangible objects such as fiducial markers [61,227] or fabricated models [92] 

that allow for direct manipulation of virtual content. 

2. User’s bodily action such as hand gestures [154] or whole-body movements 

[74,210] that can represent spatial structure or dynamic behavior. 

3. Locations based on GPS data [50,135] that present location-specific virtual 

content or learning activity. 



 

 

27 

 

 Because my dissertation explores interaction techniques using whole-body and 

tangible objects, this sub-section introduces relevant approaches and situate my 

proposed techniques within them. Specifically, SharedPhys combines whole-body 

interaction with physiological sensing. And, PrototypAR and ARMath take tangible 

approaches using everyday objects and craft materials respectively.  

Whole-body Interaction 

My approach leverages embodied interaction such as using the user’s movement and 

gestures in an immersive learning environment. Recent technical advances in camera 

and human-body recognition technologies [23] lower barriers for employing 

embodied interaction, not requiring additional devices attached to the user’s body. 

This enables a type of embodied learning where students use their bodies to construct 

simulations of difficult science concepts and conduct inquiry activity. The AR 

environment provides real time feedback and visualizations, upon students’ bodily 

action, that help leverage their embodied understandings to enhance understanding of 

abstract concepts.  

Role-play is just one method of many to involve learners’ bodies actively in 

classroom learning. In the context of digitally-augmented environments with large 

displays—our focus—recent work includes EvoRoom [175], UniPad [149], and 

SynergyNet [185], all which explore combining whole-classroom, large-screen shared 

displays with individual or small-group interactions on tablets or multi-touch 

tabletops. There exists work using a single, large-screen display and physical 

gestures/movement to support collaborative, embodied activities, as SharedPhys does. 
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For example, in Learning Physics through Play Project [74], student can 

collaboratively construct a Newton physic simulation by using bodily movement and 

their locations in the classroom. With STEP [64]—using a Microsoft Kinect to track 

multiple bodies, students act like water particles seeing their bodies augmented with 

the particles on a large screen display. While highly related, SharedPhys is different 

in that it fluidly integrates body tracking and physiological sensing with a large-

screen display enabling new types of embodied activities, for example, children can 

become body organs or even other animals (e.g., grasshoppers, fish), which react not 

just to their movement but also their changing physiology. 

Tangible User Interaction 

A common user interaction approach is called Tangible User Interface (TUI), which 

supports interaction with digital content through manipulating tangible proxies (e.g., 

fiducial markers [82,121,141,142] or experimental tools [86,253]). With computer 

vision-based object tracking techniques, the AR systems register 3D objects to the 

proxies. Then, the user can interact with the virtual 3D objects via directly 

manipulating the proxies. This technique is widely employed by topics that 

emphasize spatial perception such as geometry or molecular structure. For example, 

In Construct3D [142], teachers and students construct virtual 3D geometric models in 

an augmented classroom using 3D markers. Observing and manipulating 3D 

geometric models in the immersive environment, students can better understand 

shapes, spatial relations, and orientations of 3D geometry. Augmented Chemistry [82] 

allows students to construct virtual molecular structures by manipulating physical 
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cards of elements, rotation, and functions. Students found the system helpful for 

navigating 3D structure of molecules and memorizing the structures.  

With PrototypAR, I explore using craft materials for tangible interaction —

which are already familiar to children. I envision this approach is particularly 

effective for simulation-based experiments. Children, as young as four years old, can 

naturally engage in an iterative “Make-Evaluate-Make” design model [128] using 

their prior experience with design materials. Unfamiliar materials such as computer-

based modeling tools can pose challenges to children, as they were not capable of 

planning design ideas. Craft construction using paper or clay can facilitate 

externalizing children’s ideas and understandings [181], which can be preferred by 

children than sketches [276]. With PrototypAR, which supports paper-based 

modeling of complex systems, we investigate how the tangible interaction can engage 

children in engineering design practices and complex systems learning 

ARMath is distinct from prior work in that it uses everyday objects as 

physical proxies to make learning experience more relevant to children’s personal 

interests. The tangible objects used in existing AR systems are mostly fiducial 

markers or custom artifacts that children hardly find in life or perceive as meaningful. 

I draw inspiration from the work by Bujak et al. [37] that suggests integrating 

personally meaningful objects into AR learning systems, such as allowing for using 

children’s own marbles, could heighten learner motivation. ARMath’s approach to 

support tangible interaction with everyday objects is not new. The physical 

surrounding of the user—such as physical objects and a place—has been considered 
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as an important context that the AR system should adapt to [18]. Recent work in AR 

and VR user interface demonstrates how such interaction can enrich haptic 

experience [20] or controller interface [19,40]. For example, Henderson et al. 

suggests affordances of physical objects already existing in the user environment to 

improve hand gesture input and provide tangible feedback to the user, which 

contributes to the task performance. Hettiarachchi et al. demonstrates techniques to 

augment everyday objects with the virtual model. However, little work has 

investigated how interacting with physical objects in life can be used for learning.  

2. 2. 3 Learning Affordances 

Following the early research on AR learning tools that demonstrated its potential to 

support learning in various STEM disciplines such as physics [141], chemistry [82], 

electronics [121], and math [252], there is considerable research on examining 

learning affordances of AR learning tools. Though prior efforts are limited to its use 

in formal learning environments such as school, the literature provides useful 

knowledge and insights into the design space that I will address in my dissertation.  

The learning affordances of AR systems are mostly derived from its 

integration of real world and virtual content. These include: (i) supplying additional 

information via real-world annotation (e.g., superimposing a graph of velocity on tops 

of a moving ball [127]); (ii) visualizing otherwise invisible phenomena to improve 

visual and spatial perception of target scientific phenomena (e.g., superimposing 

magnetic fields on real magnets [180]); (iii) enabling inquiry activity by augmenting 
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objects or landmark with scientific data (e.g., collecting environmental data in the 

wild [135]); and (iv) increasing learner’s  presence and immersion to encourage 

participation (e.g., engaging with scientific discussion in a mixed-reality environment 

[50,142]bi).  

While prior work has studied how AR-based learning contributes to learning 

gains, motivation, and collaboration [33,47,219,287], very a few researchers have 

investigated how it can benefit kindergarten and elementary school children. For 

example, case studies by Enyedy et al. [74] suggest that AR-based embodied 

modeling s can leverage children’s (ages 6-8) competencies in hands-on activities 

(e.g., role-play) for science learning. As another example, Billinghurst et al. [21] 

conducted a comparative study to understand the benefits of AR in elementary 

classrooms. The findings suggest that the visual augmentation can benefit children 

who are less able to comprehend text-based learning materials and that interactive 3D 

representation is effective in teaching spatial concepts. My dissertation builds upon 

these previous efforts by investigating how new types of interaction can support 

specific STEM practices. 

2. 2. 4 Challenges 

To inform design of our AR learning systems, I draw on prior work of identifying 

technical, educational, and psychological challenges of AR for learning. As a nascent 

area of research, only a few researchers have studied what aspects of AR challenge 

learning and how it could be resolved (Table 2).  
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Especially related to my research targeting children, Squire et al. conducted a 

case study to investigate the potential of place-based AR game—augmenting user’s 

surrounding space with scientific data—to engage learners in scientific inquiry [256] 

and how learners of different ages perform; three groups of elementary, middle, and 

high school students participated. Though the AR game provides visual and audio 

information needed for scientific thinking and argumentation, the elementary 

participants struggled with consistently maintaining, testing, and rejecting hypotheses 

throughout inquiry process. Rather, the young students tend to simply put together 

observations to stumble on the right result often ignoring important pieces of 

information (e.g., discomforting evidence). This indicates needs for additional 

scaffold to facilitate scientific thinking beyond merely providing rich information.  

To examine constraints of AR, Kerawalla et al. [143] conducted a study with 

elementary students (ages 9-10) and teachers. They deployed an AR system that 

augments tangible fiducial markers with 3D objects at classrooms and seek to  

understand how children engage with the learning content and the design 

requirements. While teachers and children were positive about AR that supports 

inspection of traditionally inaccessible subject matter in real world, teachers raises a 

concern about the inflexibility of the content that instructors cannot control or modify 

learning content (e.g., being unable to break down virtual content or pause visual 

animation). In terms of classroom management, teachers found it hard to use AR 

because they need to focus on technical use of AR—e.g., taking care of AR camera 

view or preventing image occlusion—in addition to lessons and student management. 
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Technology 

• Discomfort caused by equipment (e.g., a head-mounted display [143,290]) 

• Usability difficulties to manipulate virtual objects [140] 

• Usability difficulties to operate AR camera (e.g., visibility to the camera [143]) 

Learning Content 

• Pedagogical decisions on distributing information across physical materials and AR [145] 

• Existing constraints from school environments (e.g., limited time and space to use AR [189]) 

• Limited flexibility and controllability of the AR learning content [143] 

Student’s capacities 

• Higher cognitive demand to interact with both physical and virtual artifacts [46,70] 

• Student’s confusions about the mixed reality environment [145] 

• Differences in students’ capabilities to learn (e.g., literacy [84]) 

Table 2-2: The types of challenges children or teachers face with AR-based learning 

2. 3 Interactive STEM Learning Systems 

Besides the AR-based learning systems, my dissertation builds on three types of 

interactive learning systems including sensor-based learning system, modeling and 

simulation systems, and hybrid math learning systems. Specifically, SharedPhys 

explores a new types of sensor-based learning system that uses real-time 

physiological sensing for inquiry related data and computer vision-based body 

recognition for whole-body interaction. PrototypAR advances modeling and 

simulation systems by introducing paper-based prototyping and AR scaffolds. Lastly, 

ARMath explores the use of everyday objects in hybrid math learning systems.  
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2. 3. 1 Sensor-based Learning System 

Originally called ‘microcomputer-based laboratories’ and later ‘probeware,’ sensor-

based learning emerged in the 1980s  to help children learn domain content (e.g., 

kinematics [168], electricity [295]) and build scientific inquiry skills through sensors 

and interactive visualizations [265]. For example, Graphs & Tracks [168] provides a 

virtual environment where students can simulate the motion of a ball rolling on 

different types of tracks and interpret visualized data graphs in relation to the 

observed motion. Most prior work has focused on older students in high-school and 

college, with learning activities done in pairs on individual computers (e.g., 

[234,235,259,265]). Three exceptions include a large-scale study of 100 elementary 

and middle school classrooms investigating temperature and pressure [294] and two 

studies of fourth-grade students examining graph literacy, phase transformations, and 

motion [65,198]. All three studies showed statistically significant learning 

improvements in the probeware conditions compared to conventional techniques. 

These gains were attributed to: (i) real-time feedback, which allowed students to 

make concrete connections between physical phenomena and graphical 

representations [65,198]; (ii) the salience of trends and events as displayed in the 

visualizations [294]; (iii) higher levels of engagement with science content, perhaps 

due to increased understandability or simply the novelty of probeware [65]; and (iv) 
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increased levels of observation, reflection, and discussion [65]. These benefits are 

echoed in studies of upper grade levels as well [85,147,230,234,259,264]. 

Despite this long history, there has been surprisingly little consideration of 

physiological and wearable sensors applied to learning contexts [159]. Lee and 

colleagues suggest that the recent Quantified Self Movement and emerging 

commercial activity trackers such as Fitbit offer tremendous potential as learning 

technologies—particularly in support of science inquiry as the data is inherently 

personal and meaningful, the context is authentic with real-world relevance, and the 

body-data is plentiful allowing for rich, diverse analysis [155,158–161]. While initial 

studies suggest positive learning outcomes both at the elementary [159,161] and high 

school levels [158], the primary focus was on supporting inquiry and analysis skills 

(e.g., graph literacy, elementary statistics). Moreover, the tasks involved pairs of 

students exploring retrospective activity data on individual computers. In contrast, 

SharedPhys explore whole-group learning activities mediated by novel interactive 

visualizations of real-time body-data on a shared, large-screen display  

 

2. 3. 2 Modeling and Simulation-based Learning System 

Prior educational technology aimed at complex system learning can be broken down 

into three approaches: (i) interactive simulation such as SimSketch [29] and NetLogo 

[266] that allows for testing learners’ own ideas about complex systems; (ii) 

participatory simulation like Hubnet [281] and Beesim [206] in which learners 
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perform the roles of elements in complex systems. and (iii) conceptual representation 

such as SBFAuthor [93] and SBF Hypermedia [170] that facilitate organizing and 

representing knowledge about complex systems. While PrototypAR build on these 

systems, our work differs in the use of paper craft for modeling, the integration of 

computer vision and AR to provide real-time scaffolding, and the focus on 

elementary-age learners. 

To enable representing and testing ideas, existing systems offer modeling 

interfaces that generally follow one of three paradigms: a (1) direct manipulation 

interface where users drag-and-drop pre-defined primitives of a simulation 

[62,63,285,289]; a (2) sketch-based interface where users can draw entities to 

construct a system [29,283,284]; or a (3) programming interface where users specify 

behaviors of various types of entities [14,223,224]. While each paradigm has its 

advantages—for example, sketch-based interfaces can promote self-expression in 

modeling [29]—they also introduce challenges for novices in that each necessitates 

learning of application-specific modeling interfaces, limits opportunities for 

collaboration,  and requires learners to have programming skills. Our work takes a 

tangible approach that uses craft materials—which are already familiar to children—

to build models. We envision the tangible interface will facilitate representation of 

children’s ideas and understandings [181] and promote collaborative learning. 

Our approach for supporting tangible interfaces in PrototypAR is not new. 

Physical manipulatives combined with digital feedback—such as Flow Blocks [297] 

or TimeBlocks [107]—have been considered particularly effective for children’s 
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learning. For example, research on the Flow Blocks system suggests its potential to 

scaffold children’s ability in understanding an abstract concept of causal effects. 

TimeBlocks demonstrated that illuminated interactive blocks can facilitate children’s 

communications about an abstract concept of time. PrototypAR is distinct from prior 

work in that it supports free-form modeling—rather than manipulating pre-existing 

tangible artifacts—and provides situated scaffolds via AR—to bridge knowledge gaps 

and help manage modeling tasks.  

2. 3. 3 Hybrid Mathematics Learning System 

Our system, ARMath, builds on hybrid math learning systems that combine tangible 

user interface and digital feedback (e.g., interactive tabletop [79]). Prior research has 

demonstrated the potential of this approach to enrich learning experiences with 

collaboration [182], tutoring feedback [190,240], rich representations [240], and 

physical engagement [79]. For example, Falcão. et al. introduces Tangible Tens [79] 

that is an interactive table with physical LEGO blocks to train basic numerical 

competencies such as partner number concept (e.g., 6 needs 4 to be 10) and number 

line estimation. The quantitative study with 68 preschool children shows that the 

hybrid approach can increase children’s numerical competency and that children can 

learn from system feedback. This suggests that the combination of haptic experience 

and digital feedback can lower threshold possibility for young children to learn 

mathematics. Other body of work also demonstrated the benefits of this approach for 
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young children including: (i) improving understanding of math concepts [79,240]; (ii) 

bringing positive attitudes toward math [7]; and (iii) promoting engagement [4,182].  

However, a system’s reliance on a type of tangible objects can limit its utility. 

In such systems, tangible manipulatives play a significant role as concrete 

manifestations of abstract ideas and tools to explore and test the learner’s 

understanding of math concepts [190]. Relatedly, learning goals supported by a 

system are limited by the types of tangible objects and interaction offered. For 

example, Representing Equality [162] using a tangible balance beam can only support 

learning of algebraic equality. Combinatorix [240] allows for solving and 

understanding probability problems through arranging tangible letters mapped to 

probability concepts.  

To afford a range of math learning activities within a system, ARMath 

leverages physical objects from everyday life. Using computer vision, the system 

recognizes objects in the current user environment and instantiates a mathematical 

learning activity that can be exercised through manipulating the objects. For example, 

the system can recognize a set of candies on a table and present a math problem 

“There are 8 candies on the table. If we remove 3 out of them, how many candies are 

there?” Then, children can solve the problem by moving out 3 candies and counting 

the number of candies remaining. 
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  SharedPhys- Combining Live Physiological 

Sensing, Whole-body Interaction, and Large-screen 

Visualizations to Support Shared Inquiry Experiences. 

With the emergence of body-tracking technologies such as Fitbit and the Microsoft 

Kinect, there has been increased interest in exploring how embodied interaction [68] 

can enable and support new learning experiences [157]. Recent work by Lee et al., 

for example, helps demonstrate the potential of wearable activity trackers and 

interactive visualizations to engage children in scientific inquiry that is authentic and 

life-relevant [160,161]. Often citing the role of embodiment in cognition [204], others 

have explored utilizing the entire body through movement or gesture to support new 

forms of computer-mediated learning [152,157]. Though a nascent area, research 

suggests that these whole-body interactions can help increase engagement [2,228] and 

immersion [2,251], support and shape social interaction [214,251], and aid learning 

[152]. 

Building on the above work, this paper introduces and evaluates SharedPhys, 

which integrates live-streaming physiological sensors, whole-body interaction, and 

real-time large-screen visualizations to create a novel mixed-reality learning 

environment. With SharedPhys, children interact physically—both explicitly via body 

movement, gesture, and position as well as implicitly via their changing physiology. 

While prior work has explored body-centric inquiry (e.g., [156,160,161]), the data 

collection and subsequent analyses are often disjoint and performed on a traditional 
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computer setup. In contrast, our work simultaneously involves the body in data 

collection, interaction, and analysis creating new opportunities for feedback loops and 

playful experimentation. Similarly, while recent work has explored mixed-reality 

environments for collaborative learning, most have utilized simulations (e.g., 

[64,175,191]) or artificial data (e.g., [213]). Our work combines live streams of real 

body-data in a shared environment. We believe this tight coupling between physical 

action, physiological sensing, and live visualization offers new, rich possibilities for 

user interaction and learning experiences.  

While the primary topic of this exploration is the human body—specifically, 

the respiratory and circulatory systems—our overarching goal is to use the body and 

physical activity as an authentic platform for children to build science literacy skills 

and engage in meaningful scientific inquiry. As an initial investigation, our research 

questions are exploratory: In what ways do children interact and collaborate with real-

time body data on large-screen displays? What aspects of our designs and activities 

 

Figure 3-1: SharedPhys combines physiological sensing, whole-body interaction, and large-
screen visualizations to create new types of embodied interactions and learning experiences. 
Shown above, our three interactive SharedPhys prototypes: (a) Magic Mirror, (b) Moving 
Graphs, and (c) Animal Avatar. 
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seem to promote or hinder collaboration and inquiry? What are some design 

implications for tools that visualize real-time body data on large-screen displays?  

To explore the potential of our approach, we pursued a three-part 

investigation. First, we conducted participatory design sessions with three groups of 

in-service elementary school teachers (N=20). These sessions helped to identify key 

characteristics for promoting learning engagement and inquiry such as live sensor 

data, comparisons, physical movement, and collaborative activities. Second, 

informed by these findings and by prior work (e.g., [152,155,157,199]), we designed 

and implemented three contrasting SharedPhys prototypes and learning activities. The 

prototypes explore different data representations, interaction paradigms, and levels of 

collaboration (Figure 3-1) within our design space: Magic Mirror uses an augmented-

reality (AR) approach to allow children to see inside their functioning bodies; Moving 

Graphs transforms live sensor data into graph form, supporting in situ hypothesis 

generation and testing; and Animal Avatar enables children to become animals (e.g., 

fish, chimpanzee) whose respiratory systems respond to the children’s own sensed 

physiology. 

Finally, we conducted an exploratory evaluation of SharedPhys with six 

groups of children in two after-school programs (total N=69; ages 5-13). Qualitative 

findings from study sessions, pre- and post-study questionnaires, and program staff 

interviews demonstrate the potential of real-time body data and large-screen displays 

to engage children in physical interaction and new shared inquiry experiences. More 

specifically, our findings suggest that our integrated approach helps promote playful, 
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data-driven inquiry (e.g., rapidly iterating between hypothesis generation and testing) 

and alternative forms of social interaction and collaboration (e.g., physical 

communication like body mimicry).  

3. 1 Participatory Design 

To help design SharedPhys and corresponding learning activities, we conducted 

participatory design sessions with 20 in-service elementary school teachers (19 

female) enrolled in a STEM M.Ed. program. At the beginning of the session, teachers 

were provided with a brief introduction and then split into three smaller groups of 6-7 

for participatory design. The entire process took 2.5 hrs, with 20 mins for the 

introduction, 75 mins for the parallel design sessions, and 45 mins for an all-group, 

post-session discussion. As a formative design activity, our high-level goal was to 

involve experienced teachers in thinking of ways that the human body, wearables, and 

large-screen visualizations could be used to create new learning experiences. 

For the participatory design sessions, teachers were provided with handouts of 

example inquiry questions and learning goals related to our design focus, which were 

explicitly aligned with Next Generation Science Standards (NGSS) [123,195,196]. 

Session facilitators used these examples as prompts to help teachers develop learning 

activities. Teachers were also given printouts of early design mockups (Figure 3-2) 

and materials for sketching and arranging ideas. At the end, teachers were asked to 

identify opportunities and challenges for using our proposed technology.  
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The design sessions and whole-group activities were video recorded and the 

audio transcribed. For analysis, we pursued an iterative coding scheme with a mix of 

both deductive and inductive codes [187,236]. An initial codebook was defined based 

on our research goals and study protocol. Three researchers coded the sessions (one 

researcher per session). A fourth researcher then used constant comparison [28] to 

inductively identify themes within each code, first comparing within and then across 

sessions.  

3. 1. 1 Participatory Design Ideas and Themes 

Scientific Inquiry Activities. Teachers suggested a range of inquiry activities from 

structured, teacher-driven investigations to more open-ended approaches. For 

example, teachers discussed dividing the class into small groups where each group 

would perform an assigned activity (e.g., standing, jumping jacks, running in place) 

and observe similarities/differences using the visualizations (similar to Figure 3-2a). 

Teachers also emphasized more open-ended activities such as involving children in 

the entire scientific process: posing their own questions, brainstorming physical 

activities, designing an investigation to test hypotheses using the sensors and 

visualizations, and drawing conclusions based on the data. In all groups, teachers 

mentioned inquiry activities that extended beyond a single classroom and into other 

classes (e.g., physical education, music), recess, sporting events (e.g., soccer 

practice), and even the home.  
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Body Systems and Organs. A subset of learning activities focused on helping 

children experience and learn about the form and function of the body. One group 

discussed an investigation of how individual organs react to different types of 

activities. The teachers would then facilitate a post-activity discussion about the 

causes/interactions between activities, organs, and observed physiology. Another 

 

Figure 3-2: Four of the seven large-screen display mockups used in our participatory design 
sessions ranging from (a) whole-classroom visualizations of sensed heart rates to (b) target 
heart-rate mini-games. The bottom row shows more focused, anatomical views emphasizing 
(c) individual organs and (d) how organs work together. We explained that all mockups 
animate to sensed data. 
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activity involved children placing unlabeled organs onto their proper location on a 

model and discussing form and function related to the organs’ position, size, and 

shape before investigating how those organs’ actually functioned using sensed 

physiology. Finally, our teachers suggested activities to help children understand how 

bodies change as a result of a specific disease (e.g., asthma), condition (e.g., obesity), 

or external factor (e.g., smoking, drinking caffeine). 

Perceived benefits and challenges. In general, teachers were positive about utilizing 

wearables to aid learning: they felt that the live data, physical movement, and 

collaborative activities would help engage learners and that body-data could be used 

for cross-cutting concepts spanning topics (from math to health). Two groups also 

mentioned potential benefits for English language learners given the strongly visual 

and experiential nature of the designs. For concerns, teachers mentioned the cost, 

robustness, and maintenance requirements of the technology, possible issues with 

classroom management and setup time, and the potential for misconceptions with 

some visualizations (e.g., if a simulation showed how heart rates increase due to 

smoking or drinking caffeine, children may assume the same benefits from physical 

activity.)  

Summary. Our participatory design sessions helped demonstrate and verify teacher 

interest in using wearables and physiological sensing for collaborative learning. Their 

design ideas and activities leveraged key characteristics such as physical movement, 

live data, and temporal and social comparisons to engage children in both structured 

and open-ended investigations. Moreover, their feedback on our early mockups led 
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directly to some final designs (e.g., Moving Graphs is based on feedback to Figure 

3.2a and b, Magic Mirror is based on feedback to Figure 3-2c and d). 

3. 2 Three Prototypes: Magic Mirror, Moving Graphs, and Animal 

Avatar 

Informed by our participatory design sessions as well as relevant prior work outlined 

above, we created an initial set of SharedPhys prototypes and learning activities—

both were iterated via design critiques and pilot sessions. For our pilot sessions, we 

tested our designs and activities with one group of children (ages 7-11) and two 

groups of older students (from high school to university graduate level). Based on our 

pilot sessions, we developed a more proactive role for non-wearers, increased the 

amount of playfulness and game-like activities (e.g., the addition of explicit goals and 

rewards), and allocated time to allow children to play and discover when first shown 

each prototype. Our final prototypes and learning activities are presented below. 

While each prototype has a different focus, the content is interlinked and builds 

progressively from basic human anatomy and physiology (Magic Mirror), to 

relationships with health and human activity (Moving Graphs), to a broader 

understanding of structures and processes across animals (Animal Avatar). Due to 

technological limitations, classroom management interests, and information display 

concerns, prototypes were limited to six simultaneous users. These six users are 

called players and wear on-body sensors that wirelessly transmit physiological data in 

real-time. The remaining children are reporters, who are tasked with helping the 
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players as well as making observations, collecting data, and providing reports to the 

group. Some activities explicitly pair players and reporters together. 

3. 2. 1 Prototype 1: Magic Mirror 

Magic Mirror is designed to improve understanding of the human respiratory and 

circulatory systems, including: the position, shape, and size of relevant internal body 

parts, the function and purpose of those parts both individually and at the system-

level, and how the two systems interact to provide oxygen to the body and expel 

carbon dioxide (CO2). For the respiratory system, we included the lungs, thoracic 

diaphragm, and the airways (the nose, mouth, trachea). For the circulatory system, we 

focused on the heart, arteries, and veins. While selecting an appropriate level of detail 

is always a pedagogical challenge, our descriptions and abstractions were informed 

by our participatory design sessions as well as elementary school science textbooks 

such as [104]. The Magic Mirror prototype itself is comprised of three separate 

designs/activities. All designs use a depth camera and computer vision to actively 

track users’ body movement, position, orientation, and gestures, which is seamlessly 

combined with the users’ physiological data in real-time. 



 

 

48 

 

MM1: Live Mirror. MM1 uses an AR approach: children are mirrored by on-screen 

human avatars that expose otherwise invisible body parts, which animate in real-time 

based on sensed physiology (Figure 3-1a). This provides the sensation of peering 

inside one’s own body and seeing functioning organs. For example, lungs inflate and 

deflate and the diaphragm relaxes and contracts based on the child’s sensed breathing 

 

Figure 3-4: With MM2a, children become individual organs, which rotate/move with the 
user’s body and animate based on their sensed physiology. In the actual design, each organ is 
shown separately along with a brief textual description. 

 

Figure 3-3: With the placement puzzle (MM2b), children move their bodies to place body 
parts in the correct location on an outlined human form. 
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rate. Because of the body’s layered nature, we visualize different organs and body 

parts depending on the users’ physical position in the interaction space—the left side 

is reserved for the respiratory system and the right for the circulatory system. Above 

each avatar, a number and graphic shows the current breathing or heart rate for that 

player. As with an ordinary mirror, users can zoom in/out by moving closer to or 

away from the screen and can see a different part of their body by changing 

orientation. 

MM2: Becoming an Organ & Placement Game.  In MM2, players become 

individual parts to better understand their role and position in the body. There are two 

separate interaction screens. In the first screen (Figure 3-3), the active player becomes 

a randomly assigned body part from the circulatory or respiratory system. This part is 

rendered as a 3D anatomical model that, as before, animates based on the active 

player’s sensed physiology. To help build engagement and a sense of ownership, the 

 

Figure 3-5: In MM3, children must move their assigned body part (a 3D model) to the correct 
side of the screen: respiratory (left side in blue) or circulatory (right in red). Above, (a) 
beginning and (b) ending game states. 
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body part is labeled with the player’s name (e.g., “Erin’s Heart”) and moves with the 

player’s body. A textual description of the body part’s function and purpose is also 

provided (not shown in Figure).  

The second screen is a mini-game (Figure 3-4), called the placement puzzle, where 

players physically move to place their body part on a virtual human. If incorrect, an 

error sound plays and the player gets to try again. Otherwise, a reward animation and 

sound effect play, and the next player begins the first screen. Correctly placed body 

parts persist for all future players in the group so the body systems build up over time. 

After each system is built, reporters summarize their findings about each body 

part/organ. 

MM3: Body Systems Game. Finally, in MM3, players engage in a mini-game to 

help reinforce and assess conceptual understandings of the relationship between 

organs and their respective systems (Figure 3-5). Similar to MM1, all players interact 

with the screen simultaneously, which is again split into halves: left for circulatory, 

right for respiratory. Like in MM2, players are represented as body part models that 

compose these two systems. The goal is for all players to move their model (by 

moving themselves) to the appropriate side of the screen. When all players are in the 

correct position, a reward animation and sound effect play. 
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3. 2. 2 Prototype 2: Moving Graphs 

While Magic Mirror emphasizes the structure, function, and purpose of the 

circulatory and respiratory systems, Moving Graphs focuses on the relationship 

between these systems and physical activity (e.g., “What happens to my heart when I 

run and why?”). Secondary goals include building STEM skills related to graph 

literacy and basic statistics, as well as scientific inquiry skills (making observations, 

testing hypotheses, and performing analyses). Moving Graphs uses a line graph to 

depict real-time heart rates from the six players over the last 60 seconds (Figure 3-

1b). Lines are color coded by player. To the right of each line, players’ names appear 

next along with an animation of a character running—the animation speeds up in 

proportion to heart rate. Moving Graphs enables both temporal comparisons (e.g., 

“How is my heart rate changing over time?”) and social comparisons (e.g., “How 

 

Figure 3-6: For MG1, players and reporters partner into teams to (a) brainstorm activities 
that affect their heart and (b) test those activities using a live heart-rate visualization. Virtual 
ribbons are awarded to those that reach the target rate first. 
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does my heart rate compare to Maya’s?”). It includes two activities with the same 

basic visualization. 

MG1: Physically Testing Hypothesis. Following a brief introduction to the Moving 

Graphs visualization, we turn off the display, place reporters and players in teams of 

2-3, and ask them to brainstorm and write-down activities that make heart rates slow 

down and speed up—Figure 3-6. After five minutes, each group shares one slow-

down activity and one speed-up activity. Both players and reporters then return to the 

large-screen display to test their hypotheses. For the speed-up activities, the facilitator 

sets a target heart rate on the screen—roughly 20-30% above the players’ cumulative 

resting average. Players are told to reach the target as fast as they can using their 

brainstormed activities. Award animations, sound effects, and virtual ribbons are 

provided to the first three players over the target. At the end of the activity, 

facilitators provide a series of provocations for discussion, such as: “What’s 

happening in the body to increase your heart rate? Why does this happen?” 

 

Figure 3-7: With MG2, players and reporters work together to affect the group’s average 
heart rate represented by the thick black line and ‘giant’ runner. The underlying individual 
heart rates are still visible in the background. 
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MG2: Basic Statistics. In MG2, we introduce the notion of average. We first ask the 

group to describe what ‘average’ means to them. We then show a slightly modified 

line-graph visualization that includes a seventh, thicker line, which depicts the real-

time group average (Figure 3-7). The class is asked how to move the average up or 

down, and the players test their responses (e.g., “What happens to the average if one 

player is physically active? How about three players?”). 

3. 2. 3 Prototype 3: Animal Avatar 

Our third and final design, Animal Avatar (Figure 3-1c), is intended to broaden 

understanding of biological systems across animals and has only one design/activity. 

Players begin by selecting one of six animals: an elephant, a chimpanzee, a fish, a 

grasshopper, a chicken, or a human child (Figure 3-8). Players are then asked to think 

about and role-play their animal through movement and sounds. The prototype uses a 

quiz show paradigm: the display shows a question about one of the six animals and 

the children are asked to collectively respond. For example, “Which animal can 

inhale and exhale from their nose at the same time?” and “Which animal uses holes 

along their body to breathe?”  
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With the correct answer, the associated player role-plays that animal to the center of 

the room (e.g., hopping like a grasshopper). A second interface then displays a human 

on the left and the player’s embodied animal on the right (Figure 3-1c). For both, the 

respiratory systems are visible and animating with the player’s sensed physiology 

(Figure 3-9). Crucially, the animal’s breathing is automatically adapted from the 

child’s data using equations from biology and physiology [30,88,100,124,188,267]. 

For example, the elephant breathes at ~25% of the player’s sensed breathing rate but 

with much larger volume [30,188]. We also display real-time breathing rate and 

volume data to help further enable cross-species comparison. Facilitators encourage 

 

Figure 3-8: In Animal Avatar, players role-play one of six animals. Anatomical visualizations 
are shown on the screen, which react to the user’s sensed physiology and are adapted into the 
selected animal’s form. 
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players and reporters to make observations about similarities and differences, which 

are supplemented with prepared facts.  

3. 3 Implementation 

SharedPhys is comprised of three parts: (i) physiological and body-tracking sensors, 

(ii) backend infrastructure and control interfaces, and (iii) the three interactive 

prototypes. A single laptop is used to communicate with the sensors, upload data to 

the backend, control the visualizations, and project the visualizations on a large-

screen display.  

Sensors. For our physiological sensors, we use the Zephyr BioHarness 3 [291], a robust 

body-sensing platform designed for sports training and the military. Multiple 

independent studies have demonstrated the BioHarness’ validity and reliability for 

measuring heart and respiratory rates [101,144]. The BioHarness uses a flexible, chest-

 

Figure 3-9: Sample animation frames (of ~23 total for each animal) for the chimpanzee, 
human, and chicken. The animations use color as well as organ and body movement to show 
breathing (e.g., lungs inflate, diaphragm contracts).  
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worn strap to sense physiological measures such as heartrate, breathing rate, ECG, and 

body temperature. This data is wirelessly transmitted at 1 Hz via Bluetooth. We 

modified the chest-worn strap to fit children’s bodies. For our body tracking sensor, we 

use the Microsoft Kinect for Windows v2. The Kinect v2 is limited to recognizing six 

simultaneous users.  

Backend. A host application written in C/C++ for Windows establishes and maintains 

Bluetooth connections with the BioHarness sensors, parses the BioHarness data 

packets, and uploads the data to a backend database. The data is shared directly with 

Magic Mirror via interprocess communication but via a web service for Moving Graphs 

and Animal Avatar. A control interface along with an instructor-facing web app were 

created to manage the visualization screens and monitor system health (e.g., sensor 

connectivity). 

Interactive Designs. Moving Graphs and Animal Avatar are web-based visualizations 

implemented in D3 (d3js.org). Magic Mirror is a standalone Windows application 

implemented in Visual C++ and Orge3D (orgre3d.org). The reward animations used in 

Moving Graphs and Magic Mirror were created in Adobe After Effects, and the sound 

effects are from soundrangers.com. The animal respiratory animations were made in 

Adobe Illustrator and After Effects based on original animations by Eleanor Lutz [176].  

3. 4 Evaluation 

To qualitatively explore and solicit feedback on our prototypes and to uncover 

particularly promising activities/designs that could be refined in future work, we 
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conducted six exploratory evaluations of SharedPhys in two local after-school 

programs.  

Across the six sessions, a total of 69 children participated (42 boys, 27 girls) 

aged 5-13 (M=8.8; SD=2.1). Sessions were roughly broken down by age, based on 

pre-arranged ‘teams’ at our program sites. While we did not customize our prototypes 

or learning activities based on age, instructors did adapt their language for younger 

and older groups. The average session size had 11.5 children (SD=3.8; Min=5, 

Max=17). In the session with five participants, a program staff member stepped in for 

the sixth player slot. Players were selected by asking for volunteers and randomly 

selecting three boys and three girls. Prior to the study, parental consent was acquired, 

including permission to take photos and record audio/video. In total, six program staff 

helped across the six sessions. Three had professional teaching experience. Two 

research team members served as ‘instructors’ during the session. 

Each session lasted approximately two hours and included: (i) a 25-minute 

introduction with a brief overview, a pre-study questionnaire, an icebreaker, and 

assigning volunteers to player and reporter roles; (ii) a 15-minute setup period where 

staff helped players put on their BioHarnesses while reporters were assigned specific 

body parts to keep track of and asked to fill out preliminary notes based on current 

understanding; (iii) an hour session with SharedPhys; and (iv) a 15-minute 

concluding activity with a post-study questionnaire and snack. To gather additional 

perspectives, we also conducted individual, semi-structured interviews with the six 
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staff who helped facilitate sessions. Interviews lasted ~10 minutes and were also 

video recorded. 

3. 4. 1 Data and Analysis 

We use three primary sources for our analysis: the pre- and post-questionnaires, video 

recordings of the sessions, and the program staff interviews. Multiple video cameras 

were setup in the classrooms to capture facial expressions, physical movements, and 

social interactions as well as interactions with the large-screen display. The pre-

questionnaire contained: body map drawing activities where children were asked to 

draw the respiratory and circulatory systems (a standard assessment approach 

[89,222,271]), questions on the purpose and function of these systems and related 

organs, and questions that required reading/analyzing a line graph. The post-

questionnaire included questions about the SharedPhys prototypes and the child’s 

overall experience. To gain a preliminary understanding of learning potential, some 

pre-questionnaire questions were also repeated.  

To evaluate children’s interactions and engagement, we analyzed the video 

data and pre- and post-questionnaires. For the video analysis, we followed Chi’s 

eight-step process [49] using a mixed deductive and inductive approach. A single 

researcher developed an initial codebook based on prior work in learning engagement 

[42,218], our study goals, and watching a single video. Three researchers then met 

and simultaneously coded a second video, concurrently updating the codebook. 

Finally, two researchers coded all six videos independently, developed summaries, 
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and then met to discuss and co-interpret the data. A final summary with examples was 

also co-written. The video data was used to analyze interaction and behavioral 

indicators of engagement [218] such as body position, gaze, facial expressions, and 

verbalizations. The questionnaires were used to analyze more psychological 

indicators (e.g., self-reported interest).  

For the six staff interviews, we used an analysis similar to the participatory 

design sessions. An initial codebook was derived from study goals (e.g., engagement, 

social interaction, perceptions). Two researchers independently coded all six 

transcribed interviews and resolved disagreements through consensus. To further 

condense themes across interviews, one researcher did a final, inductive coding pass 

using constant comparison [28]. For the body map drawings, two researchers 

independently coded the label, shape, position, and existence of circulatory and 

respiratory body parts in the pre- and post- questionnaires. In total, 68 questionnaire 

pairs were analyzed resulting in 3264 total codes (240 disagreements). Cohen’s 

Kappa was used to verify high inter-rater reliability (κ = 0.92). All 240 disagreements 

were resolved through consensus. 
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3. 4. 2 Findings 

We report on findings related to physical and social interactions, the impact of games, 

indicators of enjoyment, reported design preferences, and learning potential as well as 

perspectives from the six program staff. We refer to quotes from questionnaire data 

as: (PId, Gender=[Male, Female], Age, Role=[Player, Reporter]); we are not able to 

attribute quotes from the videos. While 69 children participated, only 68 completed 

the post- questionnaire. 

Physical Interactions  

Our visualizations, system interactions, and learning activities engaged participants’ 

bodies through movement, gesture, and exercise (Figure 3-10). When each design was 

 

Figure 3-10: (a) Zooming into Magic Mirror to get a closer look at animating lungs; (b) 
gesturing and shouting to help a player in the placement puzzle; (c-e) testing activity 
hypotheses with Moving Graphs; and (f-g) acting like a fish and a chimpanzee in Animal 
Avatar. 
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first shown, players immediately began experimenting physically, typically before 

instruction. This was most prevalent in Magic Mirror and Moving Graphs. In Magic 

Mirror, players voluntarily moved their bodies left and right, often breaking into dance 

and jumping, to view their bodies and organs from different perspectives (Figure 3-

10a). Players quickly discovered that they could move closer to the screen to ‘zoom in’ 

on their bodies, which created waves of back and forth movement as well as comments 

of delight and disgust “Oh my gosh!”, “Wee my head is huge! OK, now I’m getting 

creeped out!” Reporters were far less physically active than players, perhaps because 

they were tasked with collecting observations or because of the mirrored 1:1 nature of 

the visualization. One exception was during mini-games where reporters would shout 

and gesture to help players win. 

With Moving Graphs, players instantly started moving fast—jogging in place, 

jumping jacks—as soon as the graph was displayed. During hypothesis testing and the 

competitions, players were extremely focused—making very few utterances; however, 

reporters would shout encouragement and instruction: “Keep going!” “Look at how 

high your heart rate is!” “Amanda, try push-ups!” Compared with the other two 

prototypes, reporters were far more likely to engage in physical activity themselves, 

often matching players’ movement (Figure 3-10d). When testing slow-down and 

speed-up activities, players would begin with the activity that s/he brainstormed with 

their reporter partner but then quickly switch to the activity that seemed to work best 

so that by the end, most players were doing the same activity.  
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Overall, there was less physical movement with Animal Avatar except for the 

animal role-play perhaps because this interface did not require explicit, computer-

mediated physical interaction or because of its turn-taking nature. However, players 

would breathe in and out deeply or very fast to see how this would influence the 

respiratory animations in their animals. The role-play (Figure 3-10f and 3-10g) and 

tight, responsive coupling between player and animal did seem to increase engagement; 

however, some players/reporters seemed to lose interest when their animal was not 

active. 

Social Interactions 

We focus on two categories of observed social interaction: within-group (e.g., player-

to-player) and across-group (e.g., player-to-reporter). Most verbal within-group 

interaction occurred between reporters who helped each other take notes, stay on task 

(e.g., “Lucas, you’re the lungs!”), or repeat things that were not originally heard. In 

contrast, players were more focused on themselves and their live data representations. 

Consequently, there was less explicit interaction between players; however, players 

would interact implicitly as they observed other players’ actions and their effect on 

visualizations, and then try to replicate them. 

For cross-group social interaction, reporters were much more vocal in 

interacting with players than players with reporters; however, players would often 

respond physically to reporters by changing their interaction or movement. For 

example, in Magic Mirror, reporters proposed different movements to try in the mirror 
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and shouted suggestions or mimicked actions for solving the placement puzzle (Figure 

3-10b). In Moving Graphs, reporters would often engage in their own exercises or 

match their partner and would shout encouragement and suggestions (as noted above). 

For Animal Avatar, some players were shy about role-playing, so reporters would help 

make animal sounds and actions. 

Games  

Similar to prior work in whole-body interaction [214,228], we found that games were 

successful in building engagement. This finding extended even to reporters who were 

not wearing sensors and whose data was not being visualized. While reporters did seem 

less involved in some designs, their engagement often peaked during games and 

competitions. With the placement puzzle (MM2), for example, reporters would shout 

and raise their arms to help players place their body parts. The most physical activity—

for both reporters and players—was during the Moving Graphs competitions. Here, all 

participants would engage in some form of physical exercise and experimentation even 

though only players’ data was represented on screen.  

Enjoyment  

In our video analysis, we found many indicators of enjoyment from positive facial 

expressions and excited utterances to active attention and participation. Indeed, on the 

post-questionnaire, most children (91%) indicated having fun during the session. 

Reasons included being able to move a lot, being able to see internal parts of the body 

actually working, and enjoying learning about the body. One participant said “I haven’t 



 

 

64 

 

had this much fun basically all summer” (P66, M, 13, P). Of the five participants that 

reported not having fun, three were reporters and two were players. Two of these 

reporters stated they would have had more fun if they wore the sensor, one player 

indicated not liking any of the activities. The remaining two provided no explanation. 

As an additional indicator of enjoyment: while 39.7% participants felt that ‘learning 

about my body and body organs’ was ‘very interesting’ on the pre-questionnaire, this 

increased to 56.1% on the post-questionnaire. 

Design Preference.  

When asked to select a favorite prototype, Magic Mirror was most preferred, selected 

by 28 participants (41%), followed by Moving Graphs (35%) and Animal Avatar 

(24%). Reasons for selecting Magic Mirror, included: enjoying how it mimicked the 

body, its use of physical interaction, and being able to see inside one’s body. For 

example, one child said “I loved how it copied me” (P36, F, 10, P) and another: “It 

shows what the inside of your body looks like and how it moves” (P37, M, 13, R). For 

those that selected Moving Graphs, common reasons included being able to compare 

heart rates, the type and amount of physical activity required by the prototype, and the 

competitions. For example, “it shows the different heart rates between people” (P30, 

F, 12, R), “I like pushups and running” (P2, M, 5, P), and “It was fun competing” (P25, 

M, 10, P). Finally, for those that selected Animal Avatar, children emphasized the 

comparison between animals and humans, enjoying seeing how different animals 

breathed, and being generally interested in animals. For example, “it is cool seeing how 
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fast or slow you would breathe as an animal” (P59, F, 9, R) and “it made us know [sic] 

that elephants breathe more air and that you breathe more when you are young” (P12, 

M, 12, R). 

Despite differences in age (from 5-13), we did not observe significant 

behavioral differences across sessions in our video analysis. However, we found that 

younger children (age 5-8, N=33) selected Magic Mirror most frequently as their 

favorite (51.5%) followed by Animal Avatar (27.3%) and Moving Graphs (21.2%). For 

older participants (age 9-13, N=35), Moving Graphs was most preferred (48.6%) then 

Magic Mirror (31.4%) and Animal Avatar (20%). However, a chi-square test 

comparing these two age groups (Χ2(2,N=68) = 5.84, p = .059) was not significant at p < 

0.05. More work is needed to explore this trend. We also examined preference 

differences between reporters (N=36) vs. players (N=32). While players preferred 

Moving Graphs (44.4%) followed by Magic Mirror (41.7%), reporters preferred Magic 

Mirror (40.6%) then Animal Avatar (34.4%). Again, however, a chi-square test 

(Χ2(2,N=68) = 4.84, p = .089) was not significant at p < 0.05. 

Learning Potential 

Though the primary intent of our study was not to assess learning, we did compare pre- 

and post-questionnaire data to gain a preliminary idea of effectiveness. Participant body 

map scores improved between the pre- and post-questionnaires, from M=8.5 (SD=4.9) 

to M=12.0 (SD=7.0) out of 24. This improvement was statistically significant as shown 
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by a paired t-test (t67=4.89, p<.001)1. Overall, the greatest gains were observed in shape 

(62% of the participants), existence (60%), and position (51%). While a total of 45 

participants increased their scores (66%), a surprisingly high number (28%; N=19) 

decreased. In examining this further, we found that a few children had done relatively 

well on the pre-questionnaire but did not fill out the post-questionnaire or wrote “I 

don’t know,” perhaps due to fatigue. 

We also assessed the five questions that were repeated on the pre- and post-

questionnaires, including three multiple-choice questions that required analyzing a line 

graph and two fill-in-the-blank questions about the circulatory and respiratory systems. 

Overall, participant scores increased from M=1.8 (SD=1.4) to M=2.0 (SD=1.4) out of 

5, however, this difference was not statistically significant. Most gains were on the 

body-system questions—29% of participants improved while 3% performed worse.  

Program Staff Interviews 

With regards to the perspectives and reactions of the six program staff, generally all 

were positive about the potential of SharedPhys to engage children in learning. Noted 

benefits included: the authentic connection between body data and activities, the 

importance of physicality and mimicry (e.g., live 3D anatomical models of the body), 

and SharedPhys’ ability to make STEM-related learning relevant and fun. For 

example, one facilitator, a former teacher, felt that the graphing in SharedPhys “was 

                                                 

1 This data met the normality assumption: Shapiro-Wilk result was W=0.98, p=ns. 
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very authentic… it just really made the math alive” (S5).  Most facilitators 

emphasized the tight coupling between the physiological data and our visualizations 

in building engagement and relevance: “It’s one thing to show a picture of the 

respiratory system, it’s another thing to have them see their own” (S2) and “The 

cause and effect relationship, the interactivity… all those things make much more 

personal education… just learning on a deeper level.” (S5). Two staff mentioned that 

SharedPhys was able to engage children who otherwise struggled to pay attention 

during prior STEM activities: “they were on task, well behaved… that was awesome” 

(S6).  

When asked about player and reporter roles, most (5/6) staff members felt that 

it was not necessary for everyone in a class to wear a sensor, though they felt that 

everyone should have the opportunity. Two staff reasoned that players were not as 

focused on learning concepts as reporters. Another felt that it would be too hard to 

visualize more than six wearers’ data at once. The one staff member (S6) who 

thought everyone should wear a sensor felt that players were far more “involved and 

on task” than reporters.  

Finally, several staff members shared pedagogical suggestions and design 

ideas for SharedPhys, including adjusting the complexity of content based on age and 

developmental stage, spreading the use of the tool out over multiple days/weeks, and 

allowing reporters and players to more easily switch roles. Similar to our 

participatory design sessions, staff raised concerns about cost and durability but also 
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the need for professional development and the overhead required to setup and use our 

tools.  

3. 5 Discussion 

This research contributes to two growing but nascent areas of research: (i) mixed-

reality environments to support embodied interaction and learning [166] and (ii) 

body-centric technologies for inquiry [156,157]. Specifically, we investigated the 

potential of integrating live physiological sensing, whole-body interaction, and large-

screen visualizations in a multi-user environment to support and promote new forms 

of interaction and shared inquiry experiences. Our findings suggest that the tight 

coupling between physical interaction, physiological sensing, and responsive 

visualizations helps promote engagement, allows children to easily explore cause-

and-effect relationships, supports and shapes social interactions, and creates a fun, 

playful experience. As an exploratory, qualitative study, our findings also help 

provide design guidance and ideas for future work. 

Design preferences. Children’s preferences were fairly evenly split across the three 

prototypes, though there was a clear trend toward designs that required higher levels 

of physical interaction. Preferences also point to the promise of using AR for body 

inquiry. With Magic Mirror and Animal Avatar, for example, children liked to see 

avatar versions of themselves with real-time animations of functioning body parts. 

Future designs could include interconnections between body organs, higher-fidelity 

models, or other parts of the body (e.g., how muscles work [186]). With Animal 
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Avatar specifically, children seemed deeply interested in cross-species comparisons 

and were struck by how their physiology manifested in other animals; however, the 

sequential nature of the design and lack of explicit physical interaction limited 

engagement. We envision a hybrid approach where children can become other 

animals in a Magic Mirror-like design. Finally, our findings highlight the value of 

games and competitions to help promote collaboration and build collective 

investment between wearers and non-wearers (echoing [31]).  

Wearers vs. non-wearers. To promote equitability and engagement, we initially 

envisioned that all children would simultaneously wear sensors. As such, we were 

surprised to find no differences in reported ‘fun’ between wearers (players) and non-

wearers (reporters) and that most program staff (5/6) felt that sensors for all children 

were not necessary. Indeed, our study identified benefits to both roles. Wearers had 

greater control and a more direct connection to the data, whereas non-wearers had 

more time to reflect, observe others, and record observations—while still engaging 

physically by mimicking or demonstrating suggested movements. For future designs, 

we recommend both incorporating activities that help children slow down and reflect 

on their learning [90] and allowing children to easily switch between wearer and non-

wearer roles (echoing [251]’s notion of ‘social balance’).  

Physiological sensing. While we believe there is rich potential in using physiological 

sensing in mixed-reality environments, sensors can be expensive and require time to 

put on/take off (making it difficult to switch wearers). In addition, most wearables are 

not designed specifically for children. We modified the BioHarness’s chest strap to fit 
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a child’s body, but at least one child in each session complained of discomfort. While 

less invasive sensors are available (e.g., the wrist-based Fitbit Charge HR or camera-

based techniques [211]), they often provide only one measure (e.g., heart rate), are 

less accurate, or do not provide a programming API. Future designs should consider 

expense, accuracy, invasiveness, and switching overhead along with user interaction 

and learning goals. As mentioned above, expense can be mitigated by having fewer 

devices and allowing children to switch.  

Social interactions. Social interactions between learners are often characterized by 

verbal or text communication or, more recently, via digital media (e.g., [175]); 

however, we observed important non-verbal forms as well. Leveraging whole-body 

interaction in the shared mixed-reality environment, children communicated with 

their bodies both explicitly and implicitly. Explicit communication often meant 

physically demonstrating a suggested activity or helping to encourage a player. More 

implicitly, children would observe other children’s physical actions to learn new ways 

of interacting with the system and to gain a better understanding of their own 

performance. This was most striking with Moving Graphs where, by the end, most 

children had converged on the same one or two activities that seemed to work best. 

This convergence helps demonstrate the visibility of action in a shared, mixed-reality 

space and how social observation and modeling can potentially lead to learning.  

Benefits and drawbacks. Our findings suggest that SharedPhys’s tight coupling of 

action and visualization is approachable, engaging, and helps promote collaborative 

data-driven inquiry. In contrast to prior work [158,159,161], SharedPhys supports 
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body inquiry experiences via whole-body interaction in a shared environment, 

enabling and shaping collective investigations. Still, there are challenges. First, the 

real-time, collaborative nature of the activities forces all children to engage at the 

same pace. Second, as noted previously, vigorous physical interaction sometimes 

limited opportunities for reflection. Third, physical, body-centric activities have the 

potential to raise sensitive issues such as fitness level and body shape. While this last 

concern did not arise in our study, future designs should consider how to mitigate this 

potential problem. Finally, to address issues due to the real-time nature of our 

approach, we suggest including complementary retrospective tools (as in 

[158,160,161]) for reviewing and (re)analyzing the real-time data. 

Study Limitations. We deployed and studied three contrasting prototypes using a 

single-session study design. While useful for identifying promising activities and 

design elements, studying initial impressions, and uncovering usability issues, the 

study design is susceptible to novelty effects. The session length may also have been 

long for some children, who appeared to tire. More in-depth studies are necessary for 

evaluating longer-term usage patterns and learning benefits. Still, the combination of 

methods used—participatory design, tool evaluation with 69 children, and staff 

interviews—helps mitigate the limitations of any one technique. We are currently 

working with two site partners to examine longitudinal uses of physiological sensing 

and visualizations in informal and formal learning contexts.  
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3. 6 Summary 

We pursued a multi-stage, mixed-methods approach to evaluating the potential of live 

physiological sensors, whole-body interaction, and large-screen visualizations to 

engage children in playful, collective inquiry. Participatory design with teachers 

helped (i) demonstrate and verify interest in utilizing body sensors and live multi-user 

visualizations to support learning; (ii) provide design and group learning activity 

suggestions; and (iii) identify key characteristics for promoting engagement and 

inquiry. The design and evaluation of three contrasting SharedPhys prototypes helps 

map out and probe an initial design space for mixed-reality environments that utilize 

live physiological data for body-centric inquiry. Our findings suggest benefits in the 

tight coupling between action and visualization, the social interactions afforded by a 

multi-user mixed-reality environment, and in the interplay between wearers and non-

wearers.  

 In summary, our contributions include: (i) the introduction of a new mixed-

reality approach that combines on-body sensors and real-time, large-screen 

visualizations for physical, collaborative interaction and learning; (ii) findings from 

our participatory design sessions and six exploratory evaluations; and (iii) design 

reflections and directions for the emerging areas of mixed-reality environments to 

support embodied interaction and learning [166] and body-centric technologies for 

inquiry [156]. 
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 PrototypAR- Prototyping and Simulating Complex 

Systems with Paper Craft and Augmented Reality. 

Complex systems such as combustion engines and the human body are made up of 

interrelated components that interact to form a holistic, interdependent system [9,94]. 

Despite their pervasiveness in everyday life, complex systems are challenging to learn 

and to teach [57,125]. Prior work has shown that students struggle to understand how 

individual parts of a system affect the system’s operation as a whole [205,225,282], 

narrowly focus on visible aspects like a system’s structure [114], and have limited 

access to real examples that could affirm or contradict their understanding 

[11,57,125]. 

 To address these challenges, prior work has explored the use of interactive 

computer-based simulations where children can build or manipulate aspects of a 

system and study differences in simulated results [63,76,125,223]. This approach 

allows learners to interact with otherwise inaccessible complex systems [114,125], 

helps reveal and modify their misunderstandings [125], and improves their grasp of 

how a system functions as a whole [270]. While promising, existing systems are 

rarely designed for young children (K-5), use traditional mouse-and-keyboard 

interfaces that limit how models are constructed, and do not scaffold learners through 

the full design process—from modeling to experimentation. 
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We built PrototypAR, an AR-based “smart desk” that allows children to 

prototype complex systems using familiar paper crafts, to learn about and correct 

mistakes via real-time AR-based feedback, and to test their creations in a digital 

simulation environment (Figure 4-1). PrototypAR’s tangible modeling approach is 

intended to facilitate rapidly prototyping ideas [181] and to promote collaborative and 

playful experiences [241]. As a child builds a paper prototype, PrototypAR actively 

analyzes their work using computer vision to provide in-situ scaffolds via AR 

visualizations. The AR scaffolds provide design feedback [91,272] and bridge 

connections to existing knowledge to help children solve problems that otherwise 

might be too difficult [29]. At any point in the design process, the child can choose to 

test their model in a virtual simulation environment. Because the testing environment 

is digital, there is broad flexibility in how a design can be simulated and used for 

scientific inquiry (e.g., testing hypotheses).  

 

Figure 4-1: Using PrototypAR, an AR “smart desk” system, two children create paper-based 
models of a camera system that are displayed virtually on the screen. The children create a 
lens by cutting blue paper and filling a bar for the focal length, iterate on their models based 
on the AR scaffolding (in this case, to improve the shape of the lens), and experiment with 
their models in a digital simulation environment (e.g., taking a picture). 
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As initial work, our research questions are exploratory: What is the interplay 

between physical prototyping, AR feedback, and virtual simulations? What are the 

key benefits and challenges of a “smart desk” approach for learning? What aspects of 

PrototypAR seem to support design practices and complex systems learning? To 

begin addressing these questions, we designed and developed PrototypAR through 

three participatory design sessions with 10 children. The sessions enhanced our 

understanding of how children approach design and experimentation in a mixed-

reality environment. We also gained design ideas for AR-mediated scaffolds, 

including increased support for iterative design and experimentation. Across the 

sessions, we developed three PrototypAR applications for exploring scientific 

phenomena and engineering concepts: build-a-bike, build-a-camera, and build-an-

aquarium.  

To evaluate PrototypAR, we conducted four single-session studies with 21 

children who designed and test the build-a-bike and build-a-camera applications. 

Through a qualitative analysis of video recordings, questionnaires, and focus group 

interviews, we found that PrototypAR allowed children to progressively build 

complex systems models and explore a breadth of designs. Using the AR design 

feedback and simulations, children were able to repeatedly evaluate their prototypes 

and examine how different designs influence a system’s function. However, children 

struggled with designing experiments and interpreting results, which led to partial 

understanding or misconceptions.  
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4. 1 Participatory Design 

To design PrototypAR, we used an iterative, human-centered design process that 

included participatory design activities with children and adult designers. Before 

describing our participatory design process, we first highlight four overarching design 

goals for PrototypAR, which were informed by prior work [122,220,287] and our 

own experience designing and evaluating children’s learning tools. 

• Support engineering design. We aim to support the engineering design concept and 
practice of generating, testing, and refining designs, which is foundational in STEM 
education [73,197].  

• Embed computer-mediated scaffolding. Scaffolds should assess children’s current 
understandings and adapt to their needs [184].  

• Facilitate inquiry. To facilitate inquiry [39,72,217], we aim to automate the steps 
(e.g., designing experiments and collecting results, and making interpretations). 

We co-designed PrototypAR using a participatory design method called 

Cooperative Inquiry [99]—design partnering in which adults and children work 

together to brainstorm, and test design ideas. Because the concept of PrototypAR is 

difficult to explain without a concrete representation, we used the technology 

 

Figure 4-2: The lo-fi prototypes emerged in the PD session. The ideas included (a) integrating 
testing function into the design environment (b) allowing for user control to the HELP design 
feedback and (c) enabling design of invisible attributes. 
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immersion technique [118]. We had participants use an early prototype and elicit 

feedback and design ideas. In partnership with an on-going design group, we 

conducted three CI sessions with 10 children (ages 8-11) and six adult design 

partners. Our key questions included: (i) How do children approach paper-based 

modeling in an AR environment? (ii) What do children find difficult to use or 

understand with PrototypAR? (iii) What types of scaffolds do children need for 

modeling and experimentation? 

4. 1. 1 Session 1: Children’s Interaction with PrototypAR 

To gain a preliminary understanding of how children interact with PrototypAR, we 

invited children to use an initial prototype of the build-a-bike application and share 

their ideas. After a brief introduction to PrototypAR (15-minutes), children and adult 

co-design partners spent 40 minutes using the system and offering their feedback in 

the form of “likes, dislikes, and design ideas” captured on post-it notes. A researcher 

synthesized high-level findings in situ and discussed them with the children and the 

adult partners.  

Overall, we found that children were able to use PrototypAR to prototype 

models and conduct experiments. Based on observations and comments, children 

seemed to like the use of paper craft for modeling (e.g., “making our own shapes”), 

the responsive simulations (e.g., “the gears mirror the paper size”), and the 

personalized experiments (e.g., “we can race our gears”). After making prototypes, 

children tested them in the virtual simulation environment and observed how different 
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designs affect the bike’s performance. One group simulated three different prototypes 

and reported, “The yellow [rear gear] is so small and it still won.” Though children 

appreciated the usefulness of AR design feedback (e.g., a child stated “Yes it was 

helpful …[to] tell you where to move it”), some complained about the design 

feedback constraining their creative design (e.g., “It was picky”).  

4. 1. 2 Session 2: Children’s Design Ideas 

In the second session, we asked children for ideas to improve the PrototypAR 

interface by building lo-fi prototypes. We used a Bags-of-Stuff [77] technique in 

which children use craft supplies (e.g., fabrics, cardboard, markers) to communicate 

design ideas. Children presented their lo-fi prototypes and an adult partner 

synthesized the high-level themes therein. The following themes emerged (Figure 4-

2): (i) highlight design errors early and at multiple stages of the design process; (ii) 

give users more control over design feedback (e.g., when and at what level of detail); 

(iii) enable user control of “invisible” or abstract properties of a complex system (e.g., 

exposure time for a camera shutter); (iv) enrich the prototyping experience with 

multimedia and multiple modalities (e.g., speech interface, sound, 3D VR goggles).  

4. 1. 3 Session 3: Challenges and Scaffolds for Learning 

Finally, to identify what aspects children found difficult with complex modeling tasks 

and to elicit ideas for scaffolding, we conducted a session using the more complex 

build-a-camera application. Before the session, we incorporated design ideas from 

previous sessions into the PrototypAR, including: adding a hint button to allow child 
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users to control how and when they receive feedback and additions to the prototyping 

interface to enable modification of component behaviors (e.g., focal length of a lens). 

In this session, only one of the three groups succeeded in creating a complete 

prototype; the others were overwhelmed by the large number of design options 

involved in modeling the camera system. Because of their struggles, both children 

and adults suggested ideas to better scaffold learners, including: (i) focus users’ work 

on one design element at a time; (ii) prompt users to switch between making and 

testing; (iii) suggest different options to encourage divergent design; (iv) assist users 

in setting up comparisons between prototypes in the simulation environment. 

4. 2 System Design 

PrototypAR operates in two modes: AR design mode and experiment mode. In the AR 

design mode, the user can prototype a complex system using lo-fi materials. 

PrototypAR actively tracks the work surface and offers adaptive scaffolding to 

suggest needed actions or provide corrective advice. At any time, the user can switch 

to experiment mode to make observations about how their prototypes function and 

why through virtual simulations.  

PrototypAR is comprised of: (i) a lo-fi prototyping interface to support light 

creation of complex systems models; (ii) AR scaffolds to assist design tasks and 

learning; and (iii) a virtual simulation to enable experimentation with prototypes.  



 

 

80 

 

4. 2. 1 Lo-fi Prototyping Interface 

The prototyping interface allows children to model complex systems using paper 

craft. To promote understanding through design, PrototypAR supports SBF modeling 

where the user models the structural elements and their behaviors that contribute to a 

complex system’s overall function.  

Designing structure. In PrototypAR, the representation of structural elements 

includes an object’s type, shape, size, position, and relationship to other elements. 

The user designs a structural element by selecting a colored paper, cutting it into a 

shape, and arranging it on the augmented canvas. When beginning a design, 

PrototypAR augments the work surface with a structural outline of the target system 

(Figure 4-3). For example, in the build-a-bike application, a bicycle sketch is shown 

with key structural elements missing like the gears, pedals, and chain. The outline—

which is visible on the AR display—serves as a visuo-spatial cue to aid the child in 

 

Figure 4-3: (a) The work surface is augmented with a design skeleton to help structural 
design; and (b) a final bicycle design with gears, pedals, and a chain. 
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thinking about the shape and size of each component (e.g., the gear should fit within 

the wheel) and location (e.g., the gear should be at the wheel’s center). To help the 

child think about and distinguish different structural elements, we map the paper’s 

color to a particular object type (e.g., the back gear is yellow while the front gear is 

gear). 

Designing behavior. Because behaviors are more abstract and dynamic than 

structures, they are often more difficult to understand [113] and likely to be omitted 

in students’ designs [115]. In PrototypAR, behaviors are designed explicitly via 

printed behavioral labels, which are placed next to their corresponding structure. Each 

label has a behavior name and a data field, which can be filled in with marker to 

specify a behavioral variable (Figure 4-4). There are two label types: numerical and 

categorical. Numerical fields are specified by filling in a horizontal progress bar 

 

Figure 4-4: The behavioral labels are augmented with instructions to describe (a) a numerical 
value (e.g., “how far is the focal point?”) or (d) a categorical value (e.g., “what color does it 
capture?”). (b, e) After the user fill in the label, (c, f) the system augments the label with a 
value.  
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while categories are selected by filling out a check box. To help the user learn about 

and specify behaviors, the AR system augments labels with definitions and 

instructions. 

4. 2. 2 AR Scaffolds for Prototyping 

PrototypAR provides three types of AR scaffolds, which were informed by prior 

research [40,216] and our participatory design sessions: (i) supportive scaffolds to 

provide domain knowledge related to system models; (ii) procedural scaffolds to 

guide learners through the PrototypAR interface; (iii) and strategic scaffolds to 

facilitate the design process.  

Supportive scaffolds. To help resolve misunderstandings and aid progress towards  

design completion [122], supportive scaffolds give children immediate feedback and 

hints on potential design problems. The scaffolds are dynamically generated based on 

real-time recognition of the user’s paper prototype and pop up next to the target of 

 

Figure 4-5: Examples of supportive scaffolding feedback, suggesting: (a) a missing object, 
“you need a yellow gear here”; (b) a shape, “this object should be cut like this”; and (c) a 
position, “we need to move this to …” 
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interest using animation, images, and basic text. In total, PrototypAR provides six 

supportive scaffolds, including feedbacks for shape, position, and existence of an 

object. Three examples are shown in Figure 4-5. 

Strategic scaffolds. To make design tasks more manageable for young children, 

PrototypAR provides two types of strategic scaffolds (Figure 4-6bc): first, 

PrototypAR highlights and limits the workspace to a particular area (e.g., “let’s work 

on this part”). Craft materials outside of the highlighted work area are ignored. 

Second, PrototypAR helps facilitate new design ideas by suggesting new structure 

attributes (e.g., gear size) or behaviors (e.g., pedal speed). This scaffold is intended to 

let children focus on changing only one independent variable at a time to aid creating 

a set of prototypes useful for comparative experiments. 

Procedural scaffolds. Procedural scaffolds help children use PrototypAR’s 

prototyping interface as well as guide them through the iterative process of design 

and testing. For the first, the scaffolds remind children of paper colors for structure 

 

Figure 4-6: Examples of strategic scaffolds: (a) suggesting gears with different sizes; and (b) 
limiting the workspace to the area of the lens. 
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elements or illustrate how to design behavior labels (Figure 4-4) as needed. For the 

second, the system prompts testing a prototype when it is new, or asks for resuming 

design tasks after completing an experiment. 

4. 2. 3 Virtual Simulations 

At any point in the design process—from a partial prototype to a complete one—the 

user can test a digitized version of their work via virtual simulations. Simulations 

serve two purposes: first, to support the rapid testing of a design to enhance 

understanding and discover potential flaws; second, to provide an experimental 

testbed to directly compare and analyze performance across prototype designs.  

Towards these goals, we developed simulation support in both the AR design 

and the experiment modes. In the design mode, users can simulate individual 

 

Figure 4-7: (a) The review panel shows a camera prototype along with its focal length, shutter 
speed, and sensor type. (b) The analysis panel shows the simulation results of two camera 
models that differ only by the focal length. 
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components in situ via AR. This enables rapid testing of behavior, even at early 

stages of design. For example, the user can examine how the lens focus light rays at 

the focal point by watching an overlaid AR simulation. Users can then rapidly try 

different lens focal lengths in their workspace and observe the effect, which aids 

learning.  

In the experiment mode, PrototypAR provides a simulation environment 

where users can test the function of multiple designs, make observations, and analyze 

results. While we custom built simulations for each application, our general approach 

is the same. Once the user enters the experiment mode, they are shown a review panel 

that displays images of their prototypes along with key design attributes (Figure 4-

7a). The user can then select prototypes to test and begin the simulation. To facilitate 

controlled experimentation and reduce complexity, the review panel suggests clusters 

of prototypes that only differ in one design attribute (e.g., rear gear size). After 

completing a simulation, an analysis panel organizes results by shared independent 

variables so the user can easily analyze and compare results (Figure 4-7b).  

4. 3 Implementation 

PrototypAR is comprised of four sub-systems: (i) the object recognition and model 

building sub-system builds digital models from the paper prototypes; (ii) the model 

assessment engine evaluates the state of the digitized model; (iii) the design manager 

provides guidance and feedback to the user in the AR design mode; and (iv) the 

experiment manager handles the simulation environment in the experiment mode. 
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4. 3. 1 Object Recognition and Model Building Sub-System 

The object recognizer analyzes the user’s craft workspace and attempts to classify 

paper elements as structures or behaviors. Because the user’s hand can occlude the 

top-down camera and affect recognition results, PrototypAR’s recognizer waits until 

there is no movement in the video stream for three seconds before executing the 

recognition pipeline (movement is calculated by examining differences in consecutive 

image frames [249]). The three second threshold was obtained from informal 

experiments and refined through the participatory studies. 

Recall that each structure element is pre-assigned a unique paper color. To 

recognize structures, we cluster the hue and saturation channels of the image into 

K+1 clusters, where K is equal to the total number of expected structures. We use 

Gaussian Mixture Models (GMMs) to train the K color models and cluster input 

pixels—a real-time method robust to camera noise [207,258]. To obtain shape 

information, we use the 8-way flood fill algorithm [109,202] with the pixels in each 

color cluster to find the image blobs. Finally, the recognizer examines the 

connectivity between classified structures by examining spatial distances between 

objects. In all, the recognizer generates computational models of structure elements 

that includes object type, contour shape, position on the canvas, and connectivity to 

other objects.  

For the behavior labels, we developed a behavior recognizer, which uses 

character recognition to determine the label type and an input variable recognizer that 

uses two approaches for recognizing the numeric and categorical data. To recognize 



 

 

87 

 

the label type, we use the Tesseract OCR [250]. To improve robustness, we apply 

Tesseract to multiple frames and select the result that best matches a pre-existing list 

of behavior strings using Levenshtein distance [163]. Once the label type is 

determined, PrototypAR examines the behavior variable. For numeric variables, 

PrototypAR uses blob detection to determine how much of the progress bar is filled 

in—the estimated fill portion is linearly mapped to a discrete value along a predefined 

range. For the categorical variables, PrototypAR divides the variable box into four 

quadrants and identifies the most saturated quadrant, which corresponds to a 

predefined behavior mode. 

4. 3. 2 Model Assessment Engine 

To assess the user’s prototype, PrototypAR evaluates the constructed computational 

model. The model assessment engine works by comparing the model to a pre-built 

baseline model. For structure, we evaluate the shape, position, connectivity, and 

missing or redundant structure elements. While some assessment algorithms are 

trivial—for example, checking for the existence of a structure element in the user’s 

prototype—others are more complex. For example, to evaluate shape, we compare 

contours between the user’s model and a baseline model using geometric distance. To 

ensure a robust comparison, the baseline model is scaled and transformed to minimize 

distance. If the distance is larger than a predefined threshold (determined via 

participatory design sessions), the assessment algorithm generates an incorrect 
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structure shape result. For behavior, we evaluate missing behaviors and null behavior 

variables, which require trivial comparisons with the baseline model. 

4. 3. 3 Design Manager  

The design manager uses the assessment results to provide real-time scaffolding 

feedback. When problems are found, the manager creates and visualizes supportive 

scaffolds. While static scaffolds render fixed visual content (e.g., icons, text), 

dynamic scaffolds generate animations according to the user’s model, often to show 

the user how to perform some action—for example, how to cut out a specific shape. 

To provide procedural scaffolds, the design manager monitors user interaction and 

records ongoing snapshots of a prototype and its corresponding digital model. For 

example, if a digital model looks sufficiently new and has not yet been tested, 

PrototypAR may suggest testing in the virtual simulation. For strategic scaffolds, the 

system dynamically dims and highlights part of the workspace to focus the user’s 

attention. Finally, the design manager handles the in situ simulations of individual 

parts in the AR design mode. 

4. 3. 4 Experiment Manager 

The fourth and final sub-system, the experiment manager, controls the virtual 

simulations, including the review panel, the simulation environment itself, and the 

analysis panel. While the simulation environment and analysis panel need to be 

custom built for each application, the review panel provides a reusable architecture. 

Here, PrototypAR clusters similar prototypes together and helps organize experiments 
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for prototypes that only differ in one independent variable. More specifically, given a 

pair of prototypes Pm and Pn, we calculate their experimental distance D as following: 

D(𝑃𝑃𝑚𝑚,𝑃𝑃𝑛𝑛) =  � 𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒(𝑎𝑎𝑖𝑖 ,𝑃𝑃𝑚𝑚,𝑃𝑃𝑛𝑛)
𝑎𝑎𝑖𝑖∈𝐴𝐴

 

𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒(𝑎𝑎,𝑀𝑀,𝑁𝑁) = �
1, 𝑖𝑖𝑖𝑖 𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑 𝑎𝑎 𝑜𝑜𝑖𝑖 𝑀𝑀 𝑖𝑖𝑑𝑑 𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑎𝑎𝑜𝑜𝑓𝑓 𝑎𝑎 𝑜𝑜𝑖𝑖 𝑁𝑁 

        
0, 𝑜𝑜𝑎𝑎ℎ𝑑𝑑𝑎𝑎𝑒𝑒𝑖𝑖𝑑𝑑𝑑𝑑 

 

Where 𝐴𝐴 is a set of all design attributes. If D(𝑃𝑃𝑚𝑚,𝑃𝑃𝑛𝑛) = 1, we place both Pm and Pn in 

a cluster. The prototypes in a cluster can only differ by a single design attribute. After 

creating clusters through examining pairs, we merge clusters satisfying our 

conditions. Using this cluster information, the manager suggests a set of prototypes in 

the same cluster for experiment or comparative analysis. 

4. 3. 5 4.3.5 Software Implementation 

Rainbow is implemented using Unity3D for creating the AR environment, 

OpenCVSharp [298] for computer vision, and Parallel Extensions in .NET FX for 

data parallelism. For our studies, we used laptops with a Core™ i5-7300HQ 

processor and a GeForce® GTX 1050 graphics card. We logged performance during 

our studies: the average processing time for the object recognition and model building 

stage was 69ms, 350ms for model assessment, 399ms for the design manager, and 

42ms for the experiment manager. 

4. 3. 6 Demo Applications 

To demonstrate and evaluate PrototypAR, we developed three example applications: 

build-a-bike, build-a-camera, and build-an-aquarium—each allows children to 
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design, build, and experiment with different types of complex systems from 

mechanics to optics to ecology.  

Build-a-bike Application 

In the build-a-bike application, children learn about bike gearing systems by 

modeling front gears, rear gears, pedals, and chains. This application explores gear 

ratio and chain drive system concepts. To build a bike, children first craft two gears, 

connect them via chains, and place a pedal at the center of the front gear. For 

behaviors, AR visualizations show the causal process of the pedal rotating through 

the rear gear rotating. For virtual experiments, the system simulates performances of 

gear designs in a bicycle race—depending on the gear ratio, one turn of the pedal can 

make the rear wheel turn less or more than one full cycle. Children can race up to 

three of their designs simultaneously. 

Build-a-Camera Application 

In the build-a-camera application, children learn about camera optic systems by 

modeling lens, shutters, and sensors. This application emphasizes concepts of light 

 

Figure 4-8: The build-a-bike application. (a) The user creates a paper model consisting of 
gears (yellow for the rear, green for the front), chains (red), and pedal (blue); (b) the AR 
simulation shows animated components; (c) user selects three prototypes for experiment; (d) 
the virtual experiment simulates a race with the selected bikes; and (e) the simulation result 
show the gear ratio of each bike to help analysis. 
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focus and optical image sensing.  To build a camera, children craft individual parts 

and then configure focal length, shutter speed, and sensor type via behavioral labels. 

AR visualizations show how light beams move through the parts and generate a 

picture (Figure 4-9). For virtual experiments, children can take pictures of various 

scenes using their camera designs—e.g., a city at night, a rainbow, and a safari. For 

the dark city picture, for example, children’s camera design with a fast shutter speed 

results in an almost black picture. Setting a slower shutter, children can see the city in 

a resulting picture, which allows them to learn the slower shutter speed makes a 

picture brighter.  

Build-an-aquarium Application 

In the build-an-aquarium application, children learn about aquatic ecology systems by 

modeling fish, sea plants, bacteria, and an air pump (inspired by [94]). This 

application emphasizes concepts of ecological balance and the nitrification process. 

 

Figure 4-9: In Build-a-Camera application. (left) The model consists of lens (blue), shutter 
(yellow), and sensor (red). (right) The system visualizes the behaviors of individual 
components along with light rays.  
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To build an aquarium, children craft and distribute individual models over the canvas. 

For behaviors, AR visualizations show the causal process of air-pumps supplying 

oxygen, fish consuming oxygen, bacteria converting ammonia to nitrate, and plants 

consuming nitrate. For virtual experiments, the system simulates production and 

consumption of the chemicals showing the current levels. 

4. 4 Evaluation 

To examine how children interact with and use PrototypAR and to uncover 

opportunities and challenges for learning, we conducted four single-session 

evaluations with 21 children (ages 6-11; M=8.5; SD=1.6) at two local facilities. Based 

on our findings from the participatory design sessions, we recruited participants for 

each session based on age: (i) 10 younger children (ages 6-9) used the build-a-bike 

application in two sessions; and (ii) 11 older children (ages 9-11) used build-a-

 

Figure 4-10: The Build-an-aquarium application is shown: (left) the paper-based model; and 
(right) AR visualizations of individual objects and the simulated levels of chemicals. 
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camera in the other two sessions. We leave the build-an-aquarium application for 

future work. 

All sessions followed the same general procedure but differed in length for 

administrative reasons: two sessions lasted 60 minutes and the others lasted 90 

minutes. Sessions began with a pre-activity questionnaire (5 minutes). Children were 

introduced to PrototypAR (5 or 10 minutes) and then used the system for 35 or 50 

minutes. Finally, sessions concluded with a focus-group interview and post-activity 

questionnaire (15 or 25 minutes). Children worked in groups of two except one child 

who worked alone (i.e., 11 groups total). Each group had an adult facilitator who 

helped with PrototypAR and led the interviews.  

After the introduction, children were given two tasks: first, to build at least 

one paper-based prototype that functioned properly in the simulator; and second, to 

complete a design challenge such as designing bike gears with certain performance or 

a camera to take pictures with a specified quality. The facilitators, if necessary, 

provided domain knowledge (e.g., the meaning of gear ratio), prompted reflective 

discussions (e.g., “What do you think about the result?”), and helped with resolving 

difficulties (e.g., reading scaffolding texts for children). 

4.4.1 Data and Analysis 

We collected pre- and post-activity questionnaires, photos and videos, focus group 

interviews, facilitator field notes, and system logs including interaction events and, 

crucially, prototype images—the latter enabled us to examine what each prototype 
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looked like and how they changed over time. The questionnaires examined users’ 

general experience with respect to engagement and usability using child-friendly 

Likert scale questions (based on [102]). The focus group interviews asked open-ended 

questions to understand modeling and experiment experiences, children’s learning, 

utility of the scaffolds, and design preferences. 

To analyze the video data, we followed a peer-debriefing process [34,165]. 

We first formulated an initial coding scheme, which included the themes of 

engineering design process, how children interact with AR scaffolds, learning through 

construction and experimentation, and the role of peer support [215]. Researcher A 

coded a sample group’s data and met with two researchers who were in the sessions 

to review the initial results and update the codebook by resolving disagreements, 

clarifying details, and generating new codes. Researcher A then coded another 

random group’s data and met with another researcher to review the results. After 

repeating this with another sample group’s data, Researcher A coded the rest of the 

data. Finally, researchers synthesized findings including related quantitative data 

(e.g., how many times children tested their models). 

4.4.2 Findings 

We describe patterns of design and iteration, interaction with system scaffolds, 

learning opportunities and challenges, collaboration, and engagement. For the Likert-

scale questions, a rating of ‘5’ indicates ‘best.’  
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Design and iteration 

We analyzed how children designed and evaluated prototypes with PrototypAR. 

System logs revealed that children approached design largely in two stages—first, a 

bottom-up step to build a complete model and then an exploration step to examine 

various forms of the complex system (Figure 4-11). We observed that, in early design 

stages, children focused on adding missing entities (e.g., adding a chain), moving 

parts into the right places (e.g., placing a gear at the center of the wheel), and refining 

shapes (e.g., cutting a rectangular lens into an elliptical shape). Groups progressively 

built parts until they had an initial model with properly sized, shaped, and placed 

components.  

Once children built a complete design, they shifted their attention to explore a 

breadth of designs. Children replaced design entities (e.g., replacing a front gear with 

a larger one or increasing a shutter speed) iteratively, often reusing existing paper 

 

Figure 4-11: Children engaged in iterative process of (a) making paper models, (b) evaluating 
the model through AR visualizations, and (c) experimenting with prototypes in the virtual 
simulation.  
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pieces to quickly replicate a previous design. The system logs showed that groups 

created 7.8 distinct prototypes on average. The distinct prototypes exhibited different 

simulation results in the virtual experiment, which clarified how individual 

components function (e.g., two camera models with fast or slow shutter speeds 

resulted in dark and bright pictures respectively). On the post-activity questionnaire, 

“I could see differences between prototypes in the virtual simulation”, all children 

except two selected ‘4’ or ‘5’ (M=4.6; SD=0.6). We also observed that children 

enjoyed building “extreme” designs, and this helped them explore and understand the 

design space. For example, in the build-a-bike application, 3 of 5 groups created both 

giant and tiny gears. One child stated, “It’s going to be funny! It’s going to be funny!” 

making a giant gear.  

In both stages of design, we noted that the AR visualization and in-situ 

experiment feedback prompted children to try new design ideas. First, children 

identified design issues by observing how changes in individual components affected 

the simulation. For example, a child realized the gears in his prototype were not 

rotating due to missing chains; he said, “We need to connect two gears...otherwise it 

wouldn't move.” This example demonstrates how PrototypAR’s just-in-time feedback 

prompted children to realize that their system was missing a component (i.e., chains) 

and was therefore incomplete. In addition, the interactive simulation results prompted 

children to reflect on their prototype designs as a whole. For example, in the build-a-

bike experiment, one child suggested increasing a front gear after watching a bike 

with a larger rear gear lose a race saying, “I think the front [gear] has to be big. [rear 
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gear] has to be small”. Similarly, in the build-a-camera experiment, one child 

suggested changing a shutter speed after seeing a dark picture taken by a camera 

prototype saying, “let’s try a full [shutter speed]” On the post-activity questionnaire 

“I think the Test (virtual experiment) was helpful”, children appreciated the usefulness 

of the virtual experiment; 15 of 21 selected ‘4’ or ‘5’ (M=4.0; SD=1.2). In the 

interview, a child affirmed it stating, “It helped a lot, if [there was] no test button, we 

couldn't know how good the camera is.” 

Interactions with scaffolds  

Children used and reacted to the three scaffold types differently. For supportive 

scaffolds, which provided design feedback, children used them to evaluate individual 

models but used them less often as they gained experience. In early design phases, we 

observed that children made use of supportive scaffolds almost whenever one was 

 

Figure 4-12: A group progressively built a complete bike model (above). Then, they created 
divergent prototypes for their experiments (below) 
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available. They chose to open a Hint, read the feedback dialog, watched animations of 

design suggestions, and discussed the ideas therein. When asked if the scaffold was 

helpful on the post-activity questionnaire, 18 of 21 participants selected ‘4’ or ‘5’ 

(M=4.5; SD=0.8). A child stated, “It helped you make the bike.” However, we found 

from video data that children did not fully follow the design suggestions; rather, they 

used their own ideas or interests for designs. For example, two groups created and 

tested rectangular gears while the scaffold suggested a circular shape. In the later 

phases of design, children became less likely to use Hint scaffolds. From the system 

logs, we found that 76% of Hint usage, on average (SD=14%), occurred in the first half 

of the design process.   

In terms of strategic scaffolding, the scaffold that illuminated and constrained 

the current work area (e.g., highlighting the area around the lens in the build-a-

camera application) seemed to help children divide and conquer the complexity of a 

design. For example, from the system logs, we found that all groups successively 

created at least three different designs for a specific part when the workspace was 

limited. After iterating on a part, children repeatedly switched the workspace to the 

other part until they had a full-fledge prototype. In contrast, children did not always 

seem to follow the strategic scaffold that actively prompted them to explore specific 

design attributes (e.g., a dialog suggests increasing or decreasing a front gear size). 

From system logs, we found that children had already started modifying these 

attributes before receiving the suggestion or simply did not follow PrototypAR 

suggestions even after reading them. 
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Collaboration 

We analyzed how the tangible approach supported communicating ideas [261], 

sharing control [296], and concurrent interaction [80]. Though children were not 

assigned specific roles during the activity, from the video data, we observed a set of 

collaborative behaviors including splitting design tasks, discussing design ideas, and 

sharing observations. For example, Emma and Noah were working together on 

designing a shutter. Noah read design feedback about the shape and clarified it talking 

to Emma , “Just make it like a small square. It doesn't have to be like same size”. 

Later, Emma wondered about the level of the shutter speed, asking “Should we make 

it full?” Noah nodded saying, “Full!full!” Finally, in the virtual experiment, Noah 

compared two pictures taken by different camera models and explained how the focal 

lengths influenced them stating, “this is zoomed-in and this is zoomed-out.” 

However, we also observed that children had difficulties managing conflicts in 

their design ideas and manipulating a shared virtual interface. For example, when Ava 

and Liam were making a bike prototype, Liam suddenly cut an existing front pedal 

without discussion, and Ava got annoyed shouting, “What are you doing!?” In 

another example, Ethan and Jacob were selecting bike prototypes to simulate. When 

Ethan was selecting prototypes, Jacob suddenly stopped Ethan saying “I will do this,” 

complaining, “You did last time, can I do it this time?” These conflicts led to 

unpleasant experiences, which were resolved by a facilitator. 

Content learning 
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We examined how using PrototypAR contributed to children’s understanding of 

complex systems. These results should be considered preliminary given the small 

sample size. During the activity and the group interview, 10 of 11 groups reported 

that they learned about what objects exist in a complex system and how they behave. 

For example, a child whose group succeeded in creating a complete camera model 

after 11 iterations stated, “We learned three different parts of camera” The other child 

in the same group added, “we learned how to make it [the lens] focus …learned [the] 

shutter allows light to pass or not” Another child—who tested different focal lengths 

and observed the resulting phenomena in the AR visualizations—reported that he 

learned how a lens manages light stating, “Lens makes the light focus at one place”  

While all the groups reported their findings about how system components 

influence the system’s function, we found that their understanding could be incorrect 

or partial. From verbal observations they made while tinkering with the simulations 

and in their responses to the interview question “what did you learn?”, children 

shared accurate conceptions of how individual parts contribute to a system’s function 

including: "Bigger rear gear does not make the bike faster” and “If we don't put the 

shutter, it's (picture) just all bright”. We found that two of 5 groups who used build-

a-bike demonstrated misunderstandings such as “If green [front] and yellow [rear] 

gears are small, it makes the bike slower.” and 4 of 6 groups who used build-a-

camera ended up with partial understandings about the system—e.g., a group could 

not grasp how the shutter works but demonstrated understandings about the lens and 

the sensor. We return to these misconceptions in the Discussion. 



 

 

101 

 

Experimentation challenges 

Related to the above, we observed two primary challenges children had in conducting 

experiments with PrototypAR: designing experiments and analyzing observations. To 

understand the relationships between design attributes and a system’s function, it is 

critical to design and conduct comparative experiments—testing a set of prototypes 

that have different attributes for a single independent variable. Though PrototypAR 

automatically suggests a selection of appropriate prototypes to compare, we found 

that children often selected designs that looked most different or even, seemingly, at 

random. This made it difficult for children to make accurate claims from reviewing 

the experiment results. For example, in the build-a-bike application, a group ran 

experiments with a big prototype having two big gears and prototypes having gears of 

different sizes, and concluded with the misconception, “If gears are same size, the 

bike goes faster.”  

We also observed that children had difficulties analyzing the simulation 

results. Even in cases with well-designed experiments, children often could not 

explain why they got the results or drew inaccurate conclusions. For example, a group 

tested a camera with a fast shutter speed to take a picture of a dark scene that actually 

requires a slow shutter speed. When the simulation resulted in black photos, they 

could not reason why this happened and became disengaged after several tries. A 

child in the group commented in the later interview, “(it was) difficult to be color (as) 

you wanted.” The group even thought it was a system malfunction, asking a 

facilitator to fix the problem. 
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Engagement 

The majority of participants reported having fun with PrototypAR; 16 of 21 children 

responded ‘4’ or ‘5’ (M=3.8; SD=1.6) to the post-activity question, “I had fun using 

PrototypAR”. In group interviews, children liked using craft materials (e.g., “Using 

different materials and colors”), making a creative or extreme design (e.g., a “huge 

gear”), AR visualizations (e.g., “Cool effect on white paper”), and virtual simulation 

for testing (e.g., “To see what pictures would look like”). However, four participants 

had a negative experience. One participant commented that the visual differences 

between real objects and virtual objects made it less interesting: “we got to have this 

gigantic, but we have this tiny one [in a virtual one]”. We also found that repeatedly 

making the same system (e.g., “Making a lot of bikes”) and constraining design (e.g., 

“It wasn’t so exciting, I had to follow lots of rules”) made the process seem tedious. 

4. 5 Discussion 

Learner-centered approach. With PrototypAR, we envisioned a learner-centered 

environment [103] where children can address their unique interests and deepen 

understanding. Specifically, we posited that children can learn about different aspects 

of complex systems by constructing the structure of a system model, observing AR 

simulations of component behaviors, and comparing the functions of their different 

designs in the virtual experiment. Indeed, the groups were able to learn different 

aspects of a complex system from the same activity. For example, in the build-a-

camera application, one group reported learning about how the focal length affects 
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the zoom-level of a picture while another learned about the shutter affects the 

brightness of a picture. Children enjoyed having this level of control in their design 

and experimentation process (e.g., chose to iterate on a specific part based on their 

interest rather than from suggestions by strategic scaffolds). This tendency resulted in 

positive outcomes such as engagement with design iterations and unexpected findings 

(e.g.,  a child was surprised to see bigger chains did not affect the bike speed). But, it 

also limits opportunities to examine all the parts of a complex system and develop 

understanding about how the system works as a whole, which often led to partial 

understandings. Future work should consider scaffolds that can support iterative 

expansion of children’s component-level focus while highlighting comprehensive 

interrelationships and functions of these components. 

Tinkering vs. structured scaffolding. Constructionist learning environments that 

support playful exploration can afford children serendipitous opportunities for “ah-

ha” moments, yield options for experimental comparison [36], are more aligned to 

authentic science inquiry as practiced by professionals [52], and may promote 

intellectual risk taking, a key for science learning [13]. Likewise, our findings suggest 

that free-form prototyping promoted children’s engagement and encouraged personal, 

interest-driven experimentation. However, their prototypes did not always lead to 

systems-level understanding or accurate mental models. Their enjoyment with testing 

the extreme bounds of a design (“huge gears!”) hinted at a nascent awareness of 

design constraints, but lacked a systematic approach, such as controlling for variables. 

Moreover, the children’s eagerness to create silly, random designs often precluded 
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them from taking up the system’s scaffolded suggestions, which led to 

misconceptions. These findings affirm the need to balance learners’ free-form play 

with structured guidance for inquiry [55]. Future designs should consider how 

scaffolds can respond and adapt to children’s own ideas, in minimalist but directed 

ways that guide their efforts to design and execute systematic modes of inquiry. 

Because children often ignore or feel constrained by lock-step scaffolds that limit 

their design freedom, future work should also consider interactive design features that 

prompt learners to reflect upon their ideas and modify them iteratively rather than 

randomly. 

Tangible interface. Our findings suggest that PrototypAR's tangible prototyping 

interface lowers entry barriers to modeling complex systems and helps children 

understand visual and spatial aspects of complex systems. However, our current 

system does not yet support more complex models that may involve layered, 

occluding structures, large numbers of interacting components, or ways to represent 

abstract processes [115,125]. To address these limitations, future work should explore 

hybrid approaches of combining physical and virtual interfaces, extending the current 

2D design space to 3D, and adding auxiliary input modalities (e.g., voice or embodied 

interaction). 

AR design environment. While prior work has explored AR modeling systems for 

adults or high school students [142,227], our work demonstrates the benefits of AR 

for elementary-level children to access domain knowledge via supportive scaffolds, 

deal with design complexity in guidance of strategic scaffolds, and draw design ideas 
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from reflections on AR visualization of models. However, our current AR approach 

limits immersion. The user interface is distributed across the physical desk and the 

screen, which can negatively impact usability. For example, we observed that some 

children tried to select virtual menus on the screen by tapping the canvas. Future 

work should explore other AR techniques (e.g., projection display) to better integrate 

the physical and virtual. 

4. 6 Summary 

We built PrototypAR, an AR system to support complex systems learning through 

iterative craft modeling, AR-based scaffolding, and virtual experiments. We studied 

two PrototypAR applications using a single-session study design. While this is 

appropriate for our exploratory goal of studying user interaction, investigating 

opportunities and challenges, and drawing design implications, the study is 

insufficient for examining learning or long-term engagement. Our findings show that 

a mixed reality approach—accompanied with scaffolding—can allow children to 

engage with modeling and experimentation of complex systems. This suggests that 

complex systems learning is approachable for young children given appropriate 

learner-centered tools and environments, extending Danish at el.’s findings [63]. 

In summary, our contributions include: (i) a novel AR-based prototyping 

system for children that supports paper-based modeling and simulation of complex 

systems; (ii) findings from participatory design studies and user studies that illustrate 

how children can engage in iterative modeling and personalized  experiments as well 
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as identify opportunities and challenges; and (iii) reflections on a tangible modeling 

approach for children’s complex systems learning. 
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 ARMath- Mathematizing Everyday Objects 

 

Figure 5-1: ARMath, a mobile AR system, recognizes everyday objects and enacts a life-
relevant situation where children can discover and solve math problems. A virtual agent 
presents a story, such as needing batteries to turn on animated Christmas trees. Children 
interactively perform the multiplication problem, 2 (trees) * 3 (batteries), either by directly 
manipulating physical batteries or moving virtual batteries on the touchscreen. 

 

Tangible manipulatives such as blocks and puzzles have long been used in elementary 

mathematics to promote exploration and understanding of abstract concepts 

[200,239]. Recent research suggests that using familiar, life-relevant objects engages 

children in applying math skills and promotes the math relevance [169,182]. With 

advances in computer vision (CV) and augmented reality (AR), we now have an 

opportunity to explore how to link traditional math learning to everyday experiences. 

While emerging research in AR-based math learning has focused on immersive 

visualizations for 3D geometry exploration [142],  non-symbolic number training 

[18], and virtual tutors [208], we explore the integration of everyday objects, virtual 

storytelling, and AR-based scaffolds. 

We built ARMath, a mobile AR system for children (K-3) that recognizes 

everyday objects, turns the objects into math manipulatives, and presents a virtual 

situation in which children can solve a math problem. ARMath is comprised of four 

components: (i) a perception engine that recognizes objects and their mathematical 
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attributes, (ii) a problem generator that presents stories, word problems, and formulas 

tailored to the objects, (iii) an interaction engine that supports interaction with 

physical or virtual objects for problem solving, and (iv) a scaffolding engine that 

provides audio-visual guidance, procedural feedback, and virtual math tools. With 

ARMath, children can explore both the mathematical composition of everyday 

objects—for example, the angles of a book or a picture frame with an AR 

protractor—as well as use the manipulatives to interactively solve arithmetic 

problems such as counting physical coins to purchase a virtual ice cream.  

As initial work, our research questions are exploratory: What are the 

opportunities of using everyday objects for math learning with AR? What aspects of 

ARMath seem to engage children in the mathematization experience? What are the 

design implications for AR-based math learning tools? Our research is inspired and 

informed by prior AR learning systems that demonstrate the potential of turning 

familiar environments into personally meaningful and engaging learning spaces 

[150,220,263,287]. We extend the research in three ways. First, to promote relevance 

of learning, our approach leverages objects existing in everyday life beyond 

specialized tangible objects [61,227] or locations [50,135]. Second, we target young 

children (grades K-3) who are less likely to see connections between their daily life 

and mathematical concepts. [200,244]. Lastly, to inform the design of user 

interaction, we compare tangible and virtual manipulatives that co-exist in AR.  

To create ARMath, we employed an iterative and human-centered design 

process involving four participatory design sessions (two with teachers, two with 
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children). In the teacher-based sessions we co-designed ARMath-based learning 

activities and critiqued existing AR learning tools. In addition, we conducted design 

sessions with children using an initial ARMath prototype that integrated the teachers’ 

ideas. These sessions examined early user interfaces, solicited feedback, and 

cultivated new design ideas, which were integrated into a final ARMath system.   

To evaluate ARMath, we conducted five single-session user studies at a local 

children’s museum: 27 children participated (ages 5-8). In our analyses of video 

recordings, pre- and post-activity questionnaires, and focus groups, we found that 

children were physically and cognitively engaged with ARMath, actively used 

scaffolding features, and felt that they had learned mathematical concepts. 

Interestingly, our findings also highlight how failures in AI can be used as learning 

opportunities, transforming the child from learner to teacher. However, children 

struggled with cognitive gaps between physical and AR worlds, certain AR-assisted 

interactions (e.g., physically manipulating objects while also viewing the AR tablet 

screen), and a shortage in conceptual scaffolds.  

5. 1 Participatory Design 

To design ARMath, we employed a participatory design process [242] involving 

teachers, children, and adult designers. Informed by prior work [153,238] and past 

experience in designing AR learning tools, we set out to explore five overarching 

design goals for ARMath. 
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• In situ visualization of mathematical concepts. To promote conceptual 
understanding, ARMath should visualize abstract concepts in objects—e.g., the 
circular shape of a clock. 

• Use of everyday objects. We aim to support using everyday objects as math 
manipulatives and as a means for enacting a specific everyday situation. 

• Contextual math problem. To promote relevance of learning, math word problems 
should be contextualized as part of real-life practices. 

• Tangible and virtual interactions. For problem solving, we aim to offer two 
interaction options: manipulating physical objects or virtual objects on the 
touchscreen.  

• Learning goals. ARMath-based math content and interactions should be aligned with 
formal elementary mathematics curriculum  [200].  

5. 1. 1 Participatory Design (PD) with STEM Teachers 

To design ARMath and its learning activities, we conducted a participatory design 

(PD) session with 17 STEM teachers. We collected session video, teacher-created 

artifacts (e.g., design mockups), and session summaries written by the research team. 

For analysis, we used thematic coding [34] and peer-debrief [255]. Two researchers 

coded the entire data corpus, followed by peer-debriefing with two other researchers 

to ensure validity.  

Teachers critiqued ARMath mockups and co-designed new features and 

learning activities. To scaffold the session, teachers were provided with handouts of 

math topics for each grade level [200] and ideas cards for facilitating brainstorming. 

During the critique, teachers were positive about ARMath’s potential to turn everyday 

objects into math manipulatives and promote relevance of learning—e.g., “ARMath 

gives opportunity for children to apply mathematics models and see them in action.” 

A teacher appreciated the potential for learning with large numbers, stating, “children 

can practice large numbers without having to get additional materials.” However, 
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teachers shared concerns about technical glitches such as lagging or incorrect object 

recognition (e.g., “what if the system says 3 for 4 apples?”). 

In teachers’ designs, we identified three emergent themes: (i) providing 

alternative visualizations; (ii) scaffolding arithmetic operations, and (iii) supporting 

interactive analysis of shapes. For example, teachers suggested displaying equations 

for an on-going situation or highlighting geometric primitives (e.g., vertices, angles). 

For arithmetic, they included graphical scaffolds for  strategies (e.g., visualizing 

equal-number groups for multiplication) and a monitoring tool that records children’s 

approaches (e.g., “success or failures on problems, progress tracking”) and reports 

them back to teachers or parents. For geometry, teachers emphasized inquiry into a 

real shape (e.g., asking the number of corners in a STOP sign), interactive 

construction (e.g., dragging a book to create a 3D cube), and vocabulary learning. 

5. 1. 2 Participatory Design with Children 

Following our PD sessions with teachers, we developed an initial prototype, and 

conducted two Cooperative Inquiry (CI) studies [69] with 8 children (ages 8-12) and 

5 adult design partners. In each session, groups of 2 or 3 children and an adult partner 

worked together to test an initial ARMath prototype and create designs.  

In the first session, we employed a technology immersion [118] technique to 

understand the new approach and brainstorm design ideas. During the test, children 

recorded their “likes”, “dislikes”, and “design ideas.” Adult partners then synthesized 

high-level themes and discussed them with all the groups. In the next session, we 
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used the Bags-of-Stuff [77] technique in which children use craft supplies (e.g., 

fabrics, cardboard, markers) to build lo-fi prototypes of their design ideas. After the 

two sessions, adult partners and researchers synthesized key features from the 

children’s design ideas, which resulted in the following implications. 

Extending context in objects. While children liked using everyday objects, more 

relevant contexts are needed to promote motivation. Children seemed to be engaged 

with manipulating everyday objects, noting “like using  everyday objects” “would 

like to use ARMath at home if I can use different kinds of objects.” However, some 

got bored quickly because there was no context related to “why we need to count or 

add coins.” Children and adult partners suggested presenting virtual situations that 

involve math operations—e.g., add coins to a bank to buy a toy car.  

Repairing AI errors. Because the CV technique for detecting objects and user 

manipulations sometimes fails, adult partners and researchers agreed on the need for 

integrating human intervention to identify and correct errors. While children 

appreciated the AI (e.g., “like the system know the colors of objects and types of 

objects”), they also noticed that the AI can be wrong or slow. A child stated, the 

“camera get confused or can’t keep up with me moving objects.” These errors often 

led to generating erroneous math problems or rejecting the correct answers.  

Mobile AR environment. We observed cognitive and behavioral issues related to the 

mobile AR environment: (i) confusion about a limited view in AR, (ii) less attention 

on virtual representation, and (iii) distraction by everyday objects. Because the AR 

camera produces a perspective different from children’s eyes, children were confused 
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by gaps between the real world and AR view. For example, when children placed four 

coins on the table, the camera captured only three and showed incorrect feedback. 

5. 2 5.2 System Design: Perception, Problem Generation, Interaction, 

and Scaffold 

Informed by our PD sessions, we developed the final ARMath system—a mobile AR 

app—with five application modules for counting, addition, multiplication, division, 

and geometry. To use ARMath, children find objects needed in a virtual situation, 

putting them in front of the AR camera. Then, children can solve a math problem by 

using the physical objects or the touchscreen. In the meantime, children can move 

around with the device to explore objects or sit at a table to interact with objects 

found. 

ARMath consists of four parts: (i) a perception engine that uses CV to 

recognizes everyday objects, (ii) a problem generator that creates storytelling, a math 

word problem, and a corresponding equation based on the perception, (iii) an 

interaction engine that detects interaction with physical and virtual objects for 

problem solving and (iv) a scaffolding engine that visualizes abstract concepts and 

helps with math procedures.  

5. 2. 1 Perception engine  

To recognize everyday objects and their mathematical attributes, the perception 

engine uses CV and machine learning (ML) including object detection and tracking 
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to recognize objects in real-time and semantic understanding to draw math 

information. At any time, children can use the repairing UI to correct detection 

errors. 

Object detection and tracking. The first step in the perception process is object 

detection that recognizes all the objects in the camera image, determines the class 

(e.g., coins, bottles), and estimates the segmented images [119]. We use state-of-the-

art object detectors—combining deep learning-based SSD [171] and Mask RCNN 

[108]—that are robust against scale, perspective, and light. To maintain consistent 

detection over time, multiple object tracker connects the object instances between 

video frames, using  a common method of iterative prediction and association [20]. 

To gain robustness against mobility and user action, our tracker suspends the process 

when movement is detected in gyroscope data or the video stream.  

Semantic understanding. To draw mathematical information such as set, count, or 

length, semantic understanding performs grouping, geometry analysis, and math 

inference. Grouping is a common strategy for whole number concept and arithmetic 

operations [35,172]. For grouping, the system detects spatial and color clusters of 

objects by applying the k-means clustering [106] and GMM classification [207]. For 

geometry analysis, the system applies contour line analysis [262] and extracts key 

components such as vertices and sides. The math inference analyzes mathematical 

attributes of an object using planar tracking [95] and CNN-based regression [221]. 

For example, it estimates the height of a painting or the water level in a bottle—this is 

excluded in the modules for low accuracy.  
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Repairing UI. The system involves children in the perception process, allowing for 

correcting object detection results or geometry shapes. The repairing UI augments 

objects with visual indicators of detected-by-camera, and allows children to correct 

false-positive or false-negative cases by simply tapping them on the screen. Similarly, 

to rectify errors in geometry analysis, the system offers an optional interface to draw 

the shape on top of an object (Figure 5-5d). The system simplifies the hand-drawn 

shape toward a primitive shape (e.g., straightens a squiggly line).  

5. 2. 2 Problem generator 

The problem generator adapts pre-existing graphics and dialogs for storytelling, math 

word problems, and equations to the current setting of physical objects. All the 

dialogs are presented both via text and text-to-speech (TTS).  

Storytelling. The storytelling engine populates virtual objects, avatars, and dialogs 

that engage children in a virtual math situation. While storytelling uses static models 

 

Figure 5-2: The repairing UI; white circles are overlaid on recognized objects. Children can 
fix (left) false-negative or (right) false-positive errors by tapping them on the screen. 
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and animations of virtual objects and avatars, it adapts dialogs to the physical objects 

involved. The dialogs are implemented as a sequence of speech bubbles that children 

can interact with to proceed.  

Math word problems. During the storytelling, the system generates a math word 

problem. The system adapts a pre-existing problem template to the objects and their 

math attributes (e.g., count, shapes), and generates a question. For example, in 

division module (Figure 5-2), when 8 chocolates are found and a random divisor 2 is 

selected, the avatar asks, “We need to distribute the 8 chocolates equality into the two 

gift boxes. Then, how many chocolates do we have in each box?” To capture the key 

information in the problem, an animation highlights both objects in time 

synchronization with the TTS output.  

Equations. In addition to the word problem, the system translates the mathematical 

situation and presents it abstractly in an equation—e.g., “8 ÷ 2 = ?” This exposes 

children to symbolic representations, allowing for learning about what equations are 

composed of and connecting the on-going math operation with the abstract symbol 

[260].  

5. 2. 3 Interaction engine 

ARMath provides two interaction modes for interactive problem solving including: 

tangible mode and touchscreen mode (Figure 5-3). In the tangible mode, to perform 

arithmetic operations, children can place, move, or remove physical objects on the 

tabletop surface. In the touchscreen mode, for the same operations, children can drag-
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and-drop multiple virtual objects on the touchscreen. In both modes, the system 

continuously tracks the user manipulations and translates them into math operations.  

Tangible interaction. To support tangible interaction, the system examines the status 

of individual objects within the AR world and detects the status change. The system 

examines physical objects’ spatial relationships with virtual objects by comparing 

their positions and areas—e.g., testing if a chocolate is contained in a virtual box. 

Then, the status result is compared with the previous frames to detect change; the 

change is regarded as a user manipulation (e.g., adding a chocolate to the box). When 

a manipulation is detected, the system combines the status results of all objects, 

translates them into a mathematical representation, and evaluates the representation 

for providing feedback. 

Virtual interaction. To support virtual interaction, the system performs the same 

process for the tangible interaction, but it considers virtual manipulatives instead. At 

the beginning, the system creates virtual manipulatives for the existing physical 

 

Figure 5-3: (a) In tangible mode, children use physical coins on the table for addition. (b) In 
virtual mode, children drag-and-drop virtual chocolates on the touchscreen for division.  
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objects. To maintain connection between physical objects and virtual manipulatives, 

the virtual objects use real-image textures, present on top of the physical objects, and 

play realistic sounds upon drag-and-drop actions. Moreover, the system duplicates the 

virtual objects and provides extra manipulatives so that children can operate with 

large numbers as needed. 

5. 2. 4 Scaffolding Engine 

Informed by our PD studies and prior work on scaffolding strategies in learning 

technology [133,229], ARMath embeds scaffolds  including: (i) contextual scaffolds 

to aid situating math problems in everyday life contexts; (ii) conceptual scaffolds to 

help understand math concepts; and (iii) procedural scaffolds to guide actions for 

problem solving.  

Contextual Scaffold. The AR imagery, virtual storytelling and the math word 

problems allow children to think about computations and concepts applicable to a 

specific life situation. In addition, for children who are more familiar with symbolic 

equations than story problems [167], the symbolic equations for arithmetic problem 

are presented.  
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Conceptual Scaffold. To help children understand math ideas, ARMath augments 

real objects with graphical representations of abstract concepts such as numbers, sets 

and geometry primitives. The graphic is dynamically generated for the manipulatives. 

For example, in the addition module (Figure 5-4), the system augments two groups of 

objects with red and green rectangles respectively so that children can perceive the 

summation of two distinct sets. As another example (Figure 5-5f), a rectangle object 

is augmented with graphics of its vertices, sides, and angles. 

Procedural Scaffold. The procedural scaffolds include feedback for user 

manipulations and virtual tools for numerical counting and measurement. For 

feedback, the system continuously translates the current status into a mathematical 

form, and generates feedback based on the evaluation of the form. For example, when 

children add 2 coins to 5 coin for “5 + 4 = ?”, the system prompts, “add 2 more ” 

For virtual tools, at the end of arithmetic modules, the system augments (physical or 

virtual) manipulatives with interactive counters that help children count numbers. As 

children touch a counter, it displays the total count of objects. In the geometry 

 

Figure 5-4: In the addition module, (left) after adding 5 coins (green box) to 8 coins (blue 
box), children count the total by using the interactive counters (purple circles). 
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module, children can use a virtual protractor. When children rotate a protractor arm to 

measure a corner angle, the systems shows the angle value (e.g., “70°”) and reads its 

name (e.g., “acute angle”).  

5. 2. 5 Software Implementation 

ARMath is implemented using TensorFlow [1] and OpenCVSharp [298] for the 

perception process and Unity3D/Android [269] for AR framework. While not limited 

to a specific device, the application is tested and deployed with Galaxy Tab S5e 

devices.  

5. 3 Application Modules 

Each module offers a four step user experience: (i) engage in a virtual and 

mathematical situation; (ii) find specific everyday objects; (iii) interactively solve a 

math problem; and (iv) review and solve a formal symbolic problem (Figure 5-5). To 

begin, Victor (a friendly virtual ‘monster’ agent) illustrates a situation that requires 

math and asks children to find specific everyday objects (e.g., 10 batteries or 8 

chocolate candies). Once children place the objects in the AR finder (Figure 5-2), 

Victor asks the children to confirm if the objects are recognized correctly and fix any 

potential errors. Victor then presents a math word problem (e.g., dividing 8 

chocolates into 2 groups) and guides children in manipulating the items—either by 

tangibly moving objects under the AR finder or virtually on the touchscreen. After 

finishing the operation, children review their work as Victor summarizes the result 

with numbers, words, and visual cues. Children then solve a formal symbolic problem 



 

 

121 

 

(e.g., 8 ÷ 2 =? ) to ensure they understand the concept before receiving an animated 

icon as a reward. If children repeat the arithmetic modules, the problems become 

harder, involving larger numbers. Below, we summarize the five math modules—see 

the supplementary video for a demonstration. 

Counting. As an introductory module, children practice recognizing the number of 

objects in a group by counting. Victor asks children to find objects and presents a 

“how many” situation. After finding some objects, children count the number of 

objects by moving (physical or virtual) objects into a virtual tray; the tray displays the 

on-going count. When all the objects are moved, Victor asks about the number of 

objects in the tray, highlighting the objects with purple circles—interactive counters. 

The counters enumerate numbers as children tap them.  

Addition. Children develop understandings of addition and its connection to counting 

by counting two sets of objects [194]. Victor asks children to find coins for an ice 

cream and presents an “adding to” situation. A blue rectangle, indicating a set, is 

overlaid on the objects initially found, and children add a certain number of (physical 

or virtual) coins to a green rectangle (Figure 5-4). When finished, Victor asks about 

the number of coins in the two rectangles, highlighting them with interactive 

counters.   

Multiplication. Children understand the meaning of multiplication by representing 

objects in equal-size groups [194].  Victors asks children to find batteries for 

Christmas trees and presents a “successive addition” situation. Children place a 

certain number of (physical or virtual) batteries in a box for each tree. When finished, 
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Victor asks about the number of batteries used for all of the trees, highlighting them 

with interactive counters.  

Division. Children understand the meaning of division by distributing the whole 

number of objects [194]. Victor asks children to find chocolates for gift boxes and 

presents an “equal sharing” situation. Children place the same number of (physical or 

virtual) chocolates in each virtual gift box. When finished, Victor asks about the 

number of chocolates in each box, highlighting them with interactive counters.  

Geometry. Children understand geometric components of a rectangle by describing 

them in an object [194]. Victor asks children to find a rectangular object and presents 

an “investigation” situation of making a rectangle. Using an image of the object 

found, children draw a rectangle, identify vertices and sides, and measure corner 
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angles with a virtual protractor. When finished, Victor highlights the components and 

asks children to identify a rectangle out of four different shapes. 

5. 4 Evaluation 

To understand how children could use ARMath and to uncover opportunities and 

challenges therein, we conducted a field deployment at a local children's museum. 

Participants were recruited through the museum. We held five identical sessions; 27 

children participated (ages 5-8; 14 girls). Children were grouped in age-based pairs 

though seven children worked alone—for a total of 17 groups. In each session, there 

were up to four groups of children participants and three adult facilitators. Facilitators 

helped children use ARMath, provided math knowledge as needed, and conducted a 

 

Figure 5-5: In division, after finding 9 chocolates, children divide them equally for three gift 
boxes. They divide either (a) virtual or (b) the physical chocolates. In the end, (c) children 
count the number of chocolates in a box (right-bottom) and complete the equation. In 
geometry, after finding a rectangular bag, children (d) draw the rectangle, identify vertices 
and sides, and (e) measure corner angles. After reviewing the shape, (f) children identify a 
rectangle out of four shapes.  
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post-play focus group. For one group, a parent stayed with the children for a personal 

reason.  

Each session lasted 80 minutes including an introduction to ARMath and a 

pre-activity questionnaire (15 min), using ARMath with tangible and virtual 

interactions (45 min), and a post-activity questionnaire and focus group (20 min). 

Sessions were conducted at a room with tables. Each table was equipped with a tablet 

stand. Each group was assigned a table and an ARMath device. Children were 

allowed to select a math module and move around the room to find and bring 

everyday objects to the table. Everyday objects recognized by ARMath (e.g., 

batteries) were provided 

5. 4. 1 Data and Analysis 

We collected questionnaires, session videos, focus group interview recordings, field 

notes, and system logs. The pre-activity questionnaire examined children’s math 

learning experience (e.g., engagement, use of materials) using child-friendly Likert 

scales [102] and posed problems designed to elicit their math knowledge. The post-

activity questionnaire and focus group included questions about user experience (e.g., 

fun factors, interaction), self-assessments of learning, and failures in AI. The system 

logs recorded achievement, interaction, and screenshots.  

To analyze the qualitative data, we employed a thematic analysis [34], 

combined with peer-debriefing [165], where data was iteratively examined and 

reviewed to identify themes and patterns. Two researchers developed an initial 
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codebook through independent, open coding of data from two different groups. The 

researchers then worked together in a round of axial coding to clarify, merge, and 

resolve individual codes, which was followed by a second round of independent 

coding with the emerging codebook; and another collaborative discussion to resolve 

disagreements, further clarify details, and finalize the codebook. Finally, two 

researchers split the field study data to synthesize and triangulate findings across all 

data sources. 

5. 4. 2 Findings 

We present findings related to user engagement, scaffolds, interaction modes, 

experiences with failures in AI, learning potential, and challenges. For Likert 

questions (scale: 1-5, 5 is best), we report means (M) and standard deviations (SD). 

Engagement 

The “engagement” theme emerged from our observations of children using ARMath 

and what attributes supported their engagement. On the post-activity questionnaire, 

 

Figure 5-6: With the geometry module, a group explored three different rectangular objects 
in the surrounding environment. 
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most children indicated having fun with ARMath; 19 out of 27 children gave 4 or 5 

(M=4.1; SD=1.3) to the question “Using ARMath is fun.” In the follow-up interview, 

children liked using everyday objects (e.g., “It was really fun because I’m using real 

objects”), life-relevant actions (e.g., “I liked division because I like dividing things”), 

and visualizations (e.g., “I liked the numbers on the screen”). However, four children 

shared negative reactions; three of whom were on the younger end of our age range: 

5-6 years old. For example, one child (age 5) commented, “I don’t like shapes 

because I don't understand it.” Further work is needed to identify what additional 

scaffolds might help younger learners understand solve these more complex 

problems. 

We observed that several children were cognitively engaged to reinforce 

concepts by repeating modules. Children often repeated the same module back to 

back, trying new objects or challenging themselves with a harder problem (e.g., more 

objects to count or divide). For example, a group did the geometry three times in a 

row, collecting a variety of rectangular objects (e.g., painting, worksheet, and 

envelope; Figure 5-6). In another group, after finishing a multiplication module, a 

child was excited to tackle a harder problem, saying, “Hey, we can do it again, we 

can do it more, I guess it goes harder."  

Our video analysis revealed that our storytelling approach to presenting math 

problems engaged children emotionally. They expressed surprise, responded quickly 

to system prompts, and were motivated to perform math tasks. Most children 

appeared immersed in the virtual situation and worked hard to help Victor address his 
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math problems. For example, when Victor asks for more coins to buy ice cream, all 

the children were quick to add some coins. Having successfully completed an 

addition module, many children chose to repeat their accomplishment, expressing 

surprise that Victor would then demand a larger number of coins: “Oh my God! 

Eleven! We need eleven coins! Really?,” Another child emphasized the narrative 

context for the multiplication module, stating “I liked multiplication because I needed 

to take batteries to turn on the trees.” 

Scaffolds 

We examined how children used the scaffolds present in ARMath and what scaffolds 

facilitators supplied in-situ. Our video analysis showed that children used interactive 

counters to help them find solutions and that equations triggered conversations about 

formal symbolic math. For example, when the formula “2 x 4 = ?” is introduced, one 

group initially answered “6.” After realizing this was incorrect, one child used the 

interactive counter to count along, “one, two, three…eight!” before correctly selecting 

“8.” Others used the counter to verify their answers, while two groups that had 

correctly calculated their answers from equations also seemed to check their solutions 

by slowly counting the objects aloud. 

Our video analysis indicated that ARMath's approach of showing virtual 

representations alongside concrete physical representations, overlaid by symbolic 

notation (e.g., "÷" operator) prompted math discourse and supported children’s sense-

making efforts. For example, when the equation “6 ÷ 2 = ?” was shown, an older 

brother made the connections for his sister via the interface, pointing out, “Do you 
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know what 6 divided by 2 is? … So 6 divided by 2 is three because putting three two 

times equals six.” Similarly, another child asked about the multiplication operator, 

“What is this X?” after completing two rounds of the multiplication module; a 

facilitator explained.  

The interactive protractor seemed to be the most engaging feature of the 

geometry module. We observed that 11 out of 17 groups played with the protractor 

needle to explore different angles, often reading aloud with the ARMath verbal 

scaffold. For example, after trying 5 different angles with the protractor, one child 

observed, “When it goes over this (90 degree), it is hmm Obtuse angle!” “This is 

acute. Is it because it is less than the right angle?” 

We observed that facilitators offered three types of scaffolds: (i) providing domain 

knowledge (e.g., geometry vocabulary); (ii) explaining AI limitations with metaphors 

(e.g., “The computer’s brain is tired”, “It cannot see stacked coins”), and (iii) 

directing children’s attention to the virtual agent (e.g., “What does the puffy guy 

say?”) 

Tangible and Virtual interactions 

Our results show little difference in preference or children’s natural approach. In the 

post-activity questionnaire, children showed equally high preference for the two 

interaction modes; they gave a mean rating of 4.2 (SD=1.3) for the tangible and 4.4 

(SD=1.1) for the virtual. One child noted that virtual manipulation afforded the same 

interaction as the tangible one, “I liked moving (virtual) objects on the screen because 

we can move them anywhere like on the table.” Also, we did not observed tendency in 
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children’s natural approaches. Because our participants had little experience with 

tablets or AR, we assumed that children preferred physical manipulation over virtual. 

However, we did not see significant differences between or within groups.  

We observed notable differences in the pace of arithmetical operations and 

collaboration. In our video analysis, children took a rapid and single-step approach in 

tangible mode, whilst they took a slow and multi-steps approach in virtual mode. For 

example, when prompted to move a group of 4 batteries, a child quickly placed a 

handful of 7 batteries and promptly adjusted upon the system’s feedback (e.g., “too 

many”). Conversely, despite the ability to move multiple virtual objects concurrently, 

the child carefully moved batteries one by one, counting aloud until he got the right 

number. Interestingly, collaborative operations occurred more frequently in virtual 

mode. For example, one group split division tasks, saying “Now you take two on that, 

and now I take two on the other.” Then, they took turns dragging-and-dropping the 

virtual chocolate in the boxes. In the later tangible division, only one child distributed 

chocolates quickly but in a less organized way.  

Failures in AI 

We analyzed how children understood and reacted to image recognition errors and 

their thoughts about the “imperfect” AI. While most children experienced several 

occurrences of recognition errors, they also seemed to understand ARMath’s AI 

constraints. Children then helped the system recognize objects by placing objects 

more appropriately and waited patiently rather than expressing frustration. For 

example, once facilitators explained ways to help Victor (the virtual agent), most 
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children tried to spread objects so that the system could distinguish adjacent objects. 

Children even gave Victor up to 20 seconds to recognize objects—e.g., a group 

screamed with joy after waiting 5 seconds. However, one group that was not 

explicitly told the AI “sometimes makes mistakes seeing” struggled to manipulate 

objects (e.g., moving the tablet vs. object; holding an object too close to the camera).  

With the repairing UI, most children quickly fixed the false-negative detection errors, 

but they showed negative reactions to false-positive ones. At the beginning, children 

were told “you can help Victor because he does not see very well.” During the study, 

they immediately fixed unrecognized objects and seemed happy with that—e.g., 

“Hey look, now he sees it.” Surprisingly, few children ignored the errors. However, 

when Victor indicates false existence of objects, children expressed negative 

reactions, thinking Victor was lying (e.g., a child complained, “he circled 

(recognized) when it was not there”).  

In the focus group, we asked what children thought of helping correct Victor’s 

errors. While two groups shared negative experiences (e.g., “He was wrong often. I 

found it annoying when I had to help him”), eight groups liked to help (e.g., 

“Everyone makes mistakes and learns from the mistakes. People like helping”). 

Moreover, three groups indicated that they learned from repairing errors. One child 

said, “He was a little confused about the math. I think I helped him and I learned 

some when I helped him.”  

Learning Potential 
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Our exploratory evaluation consisted of a single 80 minute session with each group, 

so achieving or measuring learning outcomes was not a primary goal. However, our 

analysis indicates ways that ARMath could contribute to learning. In the post-activity 

questionnaire, 22 of 25 children agreed “ARMath helped learn math” (M=4.2; 

SD=1.0). Specifically, children indicated that ARMath reinforced arithmetic 

operations (e.g., “I think I learned a bit more about division”) and symbolic notation 

(e.g., “I learned numbers”, “The symbol. I forgot the name of the symbol”). With 

ARMath, children wanted to learn more operations (e.g., “minus, not just plus”), 

measurement (e.g., “length and width”), and other shapes (e.g., “Hexagon”).  

Our video analysis highlighted a potential to promote children’s motivation 

and confidence. Children’s comfort and familiarity with everyday objects motivated 

play with larger numbers or different shapes. For example, one child explored double-

digit addition because she “just wanted to have a lot of coins.” ARMath also seemed 

to encourage children’s confidence by allowing them to solve otherwise difficult 

 

Figure 5-7: (Left) a child struggled with adjusting physical interaction to the AR view. 
(Right) two children split tasks between physical and virtual surfaces. 
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math problems on their own. As one child explained, “ARMath makes me learn 

better. I struggled with division at home. I learned about division.” Another child 

boasted, “This is my second problem. Dad see, look, I did these two (counting and 

addition).” 

Challenges 

We observed three primary challenges: (i) issues with hand-eye coordination 

[37,220]; (ii) discrepancies between children’s conception of a shape and how it 

looked  in AR view; and (3) insufficient conceptual scaffolds. We observed that most 

children experienced difficulties with hand-eye coordination, as the mobile AR 

environment makes coordinating physical movements through an AR screen more 

difficult. In particular, children struggled to place physical objects at the right place 

on-screen. In response, some children devised a collaborative solution: in three 

groups, children split tasks so one child manipulated physical objects while the other 

monitored the AR screen. One child directed, “I will keep an eye on the screen, I will 

tell you what batteries you move" (Figure 7).  

The geometry module’s system logs showed that children struggled with 

perspective distortion. The AI performs geometry analysis best when an object is as 

close to a true rectangle shape as possible. Consequently, both system and facilitator 

prompt children to take pictures in this way. However, children often ignored the 

instructions or failed to notice the AI made a distortion error (Figure 6 right). 

Children paid little attention to the object’s on-screen presentation; rather, they stuck 

to their conception that the physical object was a rectangle, despite the AI errors.  
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5. 5 Discussion  

AR-interactive storytelling. Our findings revealed an opportunity for AR 

storytelling to engage children in mathematization. These findings extend the benefits 

of AR storytelling—previously limited to literacy education [22], edutainment [132], 

and journalism [203]— to math learning. ARMath’s interactive story enabled 

children to actively participate in meaningful math tasks using everyday objects in 

familiar contexts. This affirms Billinghurst et al.’s design requirement that 

“interaction beyond navigation” is essential for compelling AR experiences [25].  

Bridging concrete and abstract math. Our findings demonstrate an opportunity of 

AR visualization to bridge the gap between hands-on math activities and formal 

symbolic math. Translating mathematical situations into abstract representations is 

critical in elementary school mathematics [44]. To our knowledge, however, little 

research has shown how hands-on learning with manipulatives helps children make 

conceptual connections between abstract and symbolic representations [183]. Our 

findings suggests that showing abstract equations in AR can trigger children’s interest 

or reinforce explicit connections between the symbolic and concrete—e.g., children 

questioned the symbols or explained the equations to peers.  

Opportunistic use of everyday objects. Prior work in AR UIs explored how 

everyday objects enrich haptic experience [111] or controller interfaces [110]; 

however, little work has focused on how they can be used for learning. We have only 

begun to explore the opportunity of everyday objects as manipulatives for children’s 

math learning. Our findings affirm Liu et al.’s suggestion that using real-world 



 

 

134 

 

manipulatives can be generally helpful for learning [169], as well as Mbogho et al.’s 

claim indicating that students can be engaged with actual physical objects [182]. Our 

work extends this knowledge by showing how everyday objects can be engaging 

manipulatives and prompt playful, story-based mathematizing in familiar, meaningful 

contexts.  

Child-AI Interaction. Child-AI interaction can be characterized by a high 

probability of failures (e.g., conversation breakdowns with Alexa [17]) and children’s 

conception of machines as “like a person” [174]. Our work extends the knowledge by 

examining children’s reactions, attitudes, and efforts to repair system errors in 

learning contexts. We found that, with facilitators’ help, children could understand AI 

behaviors and adapted their manipulations to system recognition limitations. These 

findings support Beneteau et al.’s claim that youth can understand machine learning 

(ML) behaviors  [17], with adult mediation, as suggested by Cheng et al [48,288].  At 

times children still reacted negatively to the AI’s deceptive behavior of the false-

positive errors (e.g., similar to creepy deception [288]), which suggests the need for 

precision and recall [212] in CV and ML techniques.  

Furthermore, our findings regarding children’s efforts to repair AI errors 

suggest a new opportunity for learning. Our observations of children’s persistent 

engagement affirm Cheng et al.’s [48] finding that repairing mechanism is essential 

for children’s persistent use of conversational AI and extend it to vision-based 

learning applications. In our study, when children took steps to repair AI errors, they 

had an opportunity to evaluate the AI’s mathematical misunderstandings and learn by 
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correcting them. As a result, two children explicitly mentioned ‘correcting Victor’ as 

an avenue for learning (e.g., “I learned some when I helped him”). Future work may 

explore designs or learning activities that can leverage this child-AI interaction and 

study potential cognitive processes involved.  

Virtual vs. Tangible manipulatives. Our work contributes to research attempting to 

compare children’s use of tangible and virtual manipulatives in math education 

[32,178,192]. Unlike prior work, however, our AR approach afforded the 

opportunities to compare the two modalities in the same mixed-reality environment. 

While children showed little difference in their preferences, our findings indicate that 

the touchscreen interaction promotes collaboration and reflection by slowing down 

children’s actions. We attribute these results to the touchscreen’s physical constraints 

(in terms of space and action), giving credence to Manches et al.’s [178] claim that 

manipulative characteristics of interfaces can influence children’s numerical 

strategies. Our work extends this knowledge by demonstrating how slower-paced, 

space-constrained virtual interfaces can encourage collaborative math learning.  

Limitations and future work. While our work demonstrates the potential of AR and 

everyday objects to promote mathematization, our study has limitations related to 

usability, the repairing UI, and parent/teacher facilitation. Our mobile AR approach 

highlighted issues related to hand-eye coordination, discrepancies between children’s 

perception and AR view, and stabilizing the device, which may limit practical use 

cases. More immersive devices such as HoloLens or AR glasses may address these 

limitations. In addition, more effective repairing schemes need to be designed to 
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integrate AI capabilities in learning tools. Lastly, future work may explore when and 

how to involve parents or teachers in children’s mathematization efforts. 

1. 1 Summary 

We built ARMath to support mathematization experiences in everyday life. 

Leveraging CV and AR, ARMath recognizes physical objects, enacts a mathematical 

situation, and supports interactive problem solving or geometry analysis. Through 

participatory design with teachers and children, we elicited design ideas useful for 

ARMath as well as general AR-based STEM tools. Our user study allowed us to 

understand how children engage with everyday objects for learning, their interaction 

patterns in tangible and virtual surfaces, and uncovered new opportunities of child-AI 

interaction for learning. While ARMath demonstrates the potential of AR for 

everyday math, more work is needed to address usability issues, design effective 

child-AI interaction, and enhance learning. 

In summary, our contributions include: first, introducing a real-time mobile 

AR system for mathematizing everyday experiences; second, enumerating design 

implications through participatory design studies with teachers and children; and 

lastly, reporting evaluation results and reflections about the opportunistic use of 

everyday objects for math learning, tangible vs. virtual interactions, and learning with 

imperfect AI technology.   
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 Conclusion 

The overarching goals of the dissertation is design, develop, and evaluate AR learning 

systems that can engage children (ages 5-11) in STEM experiences and explore user 

interaction techniques that use personal data, artifacts, and objects. To attain these 

goals, we conducted the three threads of research including ShardPhys, PrototypAR, 

and ARMath. The design processes and exploratory evaluations allowed us to 

understand the opportunities and challenges of AR for children’s STEM learning and 

demonstrated AR-supported learning systems and user interaction techniques. Below, 

we summarize the major contributions and discuss directions for future work. 

6. 1 Research Contributions 

This section synthesizes the formative contributions related to how AR could support 

children’s STEM learning and opportunities and challenges therein. We also 

summarize system contributions of each AR system focusing on its key features.  

6. 1. 1 Formative Contributions 

A goal of this dissertation is to understand the design space of AR-based learning 

technology. To that end, we conducted participatory studies with teachers and 

children. Specifically, teachers examined the affordances of AR learning tools, 

discussed potential issues and design requirements, and designed AR-based learning 

activities aligned with standard curriculums. We also invited children to understand 

how children use our systems and gather design ideas through co-design sessions. In 
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the later part of research, we field deployed each system to evaluate how it affords 

STEM learning and draw design implications. Across the three systems, these efforts 

generated empirical knowledge about how AR can support or challenge children’s 

STEM learning and what needs to be considered in use or design of AR-learning 

tools.  

6. 1. 1. 1 The Potential of AR for STEM Learning 

Our research explored and demonstrated how AR systems can afford three types of 

STEM learning including collaborative inquiry, complex systems learning, and 

mathematization. We identify key features and affordances of AR for children’s 

STEM learning, highlighting benefits of promoting engagement and scaffolding.  

Scientific Inquiry. AR can engage children in scientific inquiry by enabling 

observation and analysis of data in-situ. While playfully interacting with a virtual 

content, children can inspect its scientific phenomena via visualizations of data or 

simulation to answer a scientific question. In SharedPhy, teachers designed an inquiry 

activity where a group of children perform an assigned physical activity (e.g., 

jumping jacks, standing, and running) and examine similarities and differences of 

their breathing rates. As their bodies are augmented with live physiological data, 

children can simultaneously collect and analyze the data to develop explanations for 

their questions. Indeed, our evaluation shows that children engaged in open-ended 

inquiry [243] through posing their own questions, testing hypotheses using 

visualizations, and drawing conclusions based on the data. This allows children to 
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enhance their understanding about the scientific content as well as familiarize 

themselves with the inquiry practices.  

Engineering Design-based Learning. By enabling rapid prototyping and simulation 

of ideas, AR can engage children in constructing, and testing solutions to engineering 

problems. This aspect of affordances relates to the tangible modeling approach in 

PrototypAR. Our work builds on prior work attempting to integrate an engineering 

design-based approach with science instruction [19] by demonstrating the feasibility 

of AR. The AR approach is effective because children can create extreme, silly, or 

even random designs without potential risks or cost in the physical world. The 

lightweight and unencumbered design of artifacts can facilitate children’s exploration 

of scientific concepts, yielding options for experimental comparison [36]. Likewise, 

our evaluation suggests that free-form prototyping can engage children in the iterative 

process of design and testing, enabling personal, interest-driven experimentation.  

Mathematization. Augmenting physical environments (e.g., a scene of physical 

objects) with their mathematical attributes and contextual problems can engage 

children in the process of mathematization [277]. With advanced computer vision, the 

mobile-AR system can support the everyday math practice—recognizing and 

applying mathematical ideas in everyday life—enhanced by computer-mediated 

scaffolds and storytelling. To that end, ARMath is designed to support instructional 

approaches for mathematization such as posing a math word problem based on a 

realistic contexts, exploring math concepts through unstructured manipulation of 

objects, and hands-on activity for math discovery. This approach engaged children 
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both cognitively—repeating the same math problem or trying new objects—to 

reinforce mathematical concepts as well as emotionally to motivate and emotionally 

to promote children’s motivation and confidence.  

6. 1. 1. 2 Challenges of AR-based Learning 

The participatory design studies and the evaluation of the three systems allowed us to 

understand what aspects of AR may hamper children’s learning experience and 

challenges in our approaches. We synthesize key challenges and discuss implications 

for addressing the issues. 

Interaction with Computer-mediated Scaffolding. We envisioned providing 

scaffolds via AR visualization, however, the computer-based scaffolds sometimes 

failed to capture children’s attention or assist them in completing tasks. In 

PrototypAR, some children ignored the dialog-based scaffolds that were strategically 

designed to prompt exploring a specific design attribute, which led to a missed 

opportunity for learning about the attribute. ARMath also provides children with 

domain knowledge (e.g., math vocabulary) and instructions for arithmetic operations; 

however, children often paid little attention to them. The way scaffolding is provided, 

children’s engagement with interactive features, or the degree of intervention may 

have contributed to the challenges. Further work to improve the scaffolding approach 

in AR environment and integrate teachers’ or parents’ scaffolds is needed to 

effectively achieve learning goals.  
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Reflection and Discussion. A challenge when designing AR-based learning activities 

is to balance immersion in interactive tasks such—e.g. crafting and tangible 

manipulation— with moments of reflection and discussion for learning. In our co-

design sessions, teachers raised concerns about supporting reflection of learning 

through the interactive tools. Though our studies were designed to encourage children 

to reason their hypotheses or thoughts, some children did not voluntarily participate 

in discussion with peers nor reflect on their observations. In SharedPhys, vigorous 

physical interaction sometime limited opportunities for reflection as players 

physically interacting with the visualizations were less focused on learning concepts 

as reports. Without reflection on their activity, children were likely to develop 

misconceptions with visualizations or experimental results. Future work may explore 

incorporating structured approaches to help children slow down and reflect on their 

interactive learning. 

Interacting with Physical and Virtual Worlds. The co-existence of physical and 

virtual objects can confuse children about interaction and visual conception. For 

example, in PrototypAR, children tried to interact with virtual menus on the screen by 

tapping the physical canvas. In ARMath, Children experienced difficulties in 

coordinating hands and eyes as the mobile AR makes physical movements through an 

AR screen harder. Children were also confused by gaps between what is shown on 

the AR screen and the real world, which was due to AR camera’s perspective 

difference from children’s eyes. In these cases, children preferred their physical-

world conception paying little attention to what is shown on the AR screen. More 
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immersive devices such as HoloLens or AR glasses may address these challenges 

integrating the physical and virtual view but may introduce their own challenges, 

such as user comfort and communication with peers.  

Logistical Issues. Major concerns emerging from our studies with educators were 

related to availability of AR devices, teachers’ or parents’ experience with AR, and 

lesson management. Especially for the collaborative learning in SharedPhys, it should 

be critical to allow everyone to wear a sensor so that children are equally involved on 

the learning task. Despite the latest advances in the field of AR, the questionnaire and 

interview data indicate that teachers have little experience with AR technology or 

AR-based learning. To practice AR learning in the formal learning environment, the 

following should be addressed including: scaffolding for instructors to understand 

what they can do with the technology or cannot; an administrative tool to examine 

what students see and interact with in the AR world; and ways to individualize lesson 

plans for students. Teachers and educators agreed on the possible issues with 

classroom management due to the interactive nature of AR. To address the high 

management requirements, future work may exploring integrating support for 

teachers in the AR systems.  

6. 1. 1. 3 Design Considerations 

Interactivity. Though AR learning systems leverage interactivity to promote 

engagement and deliver personalized learning experience, balancing interactive tasks 

and slow-paced reflection is critical. In our participatory studies, teachers noted the 
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importance of interactivity, and agreed that children would lose their interests quickly 

without sufficient opportunity to interact with the visual content and explore ideas 

therein. For example, with ARMath, direct interaction with physical objects could 

promote children’s kinesthetic learning. However, teachers pointed out potential 

issues related to excessive attention, fatigue after long-time use, and training efforts 

for the unfamiliar user interface. For example, a teacher stated “children may focus 

too much on manipulative and the tool instead of their thought process or 

conversations with peers or adults.”  Relatedly, a common concern raised was about 

low cognitive engagement with learning. Children could perceive the AR learning 

experience as merely play or game due to rich visualization or interactivity. We 

suggest instructional or systematic facilities that can let students be aware of the fact 

that they are indeed learning specific topics in school curricula. For example, the 

system may ask children to select a specific learning goal or provide sample lessons 

to ensure achieving the learning goal.  

Engagement factors. We have identified from our studies the following elements of 

children’s engagement: physical interaction, creativity, and life-relevant contexts. The 

SharedPhys designs involve physical interactions such as whole-body postures to 

investigate inner body parts from different perspectives, physical activities to test its 

effect on physiology, and gestures to perform a game. When using their bodies, 

children became attentive and took ownership of an on-going learning activity. The 

trend obtained in the preference for the designs was also towards designs requiring 

higher levels of physical interaction. A significant finding in the PrototypAR’s study 
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for children’s engagement is that children used paper craft for prototyping models, 

and therefore may implement and test their creative ideas. They enjoyed having this 

level of control in their design and experimentation process, which led to engagement 

with design iterations and unexpected findings. In ARMath, everyday objects, life-

relevant actions, and virtual storytelling combine to create a familiar context in which 

children actively participated in meaningful math tasks.  

Scaffolds design. The inherent properties of AR visualization such as presence and 

immediacy make it suitable for providing learning support—that helps children 

perform STEM practices and achieve learning goals. The design of scaffolds, 

especially the computer-mediated ones, needs careful considerations with respects to 

attention, contexts, user control, and goals. We suggest designing scaffolds through 

the participatory design process where we can understand children’s challenges in 

performing the learning tasks, understanding visualizations, or attaining the learning 

goals. In design of scaffolds, a virtual agent that children can interact would be useful 

to not only provide feedback and knowledge but also engage them in the immersive 

experience and learning tasks. We recommend several design considerations for such 

agents including: children-friendly visual appearance (e.g., a monster in ARMath), 

verbal communication (e.g., dialogues or Text-To-Speech), and emotional connection 

with children (e.g., asking for a help).  

Our research explored three types of scaffolds with different purposes 

including: (i) supportive scaffolds to provide domain knowledge as needed; (ii) 

strategic scaffolds to guide learners through the process of STEM practices; and (iii) 
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procedural scaffolds to help learners use the unfamiliar AR tools. For example, in 

PrototypAR, children with less knowledge actively made use of design feedback 

superimposed on an on-going prototype to build a complete model. They also divided 

and conquered the high complexity of a design by following the strategic scaffold 

illuminating and constraining the physical work area. In designing ARMath 

prototypes, teachers emphasized the affordance of AR to visualize otherwise invisible 

math knowledge such as arithmetic procedures, abstract concepts (e.g., set), and 

geometric primitives. In our study, virtual representations alongside concrete physical 

representations, overlaid by symbolic notation (e.g., "÷" operator) prompted math 

discourse and supported children’s sense-making efforts. Also, children engaged with 

interactive tools (e.g., a virtual protractor) to find and examine math solutions.  

6. 1. 2 The SharedPhys System 

A contribution of this dissertation is the design, development, and evaluation of 

SharedPhys, a room-scale mixed reality system that integrates physiological sensing, 

whole-body interaction, and large-screen visualization to support collaborative 

inquiry learning and embodied interaction. The research involved: (i) designing user 

interface and learning activities through participatory design sessions, (ii) developing 

the three prototypes integrating the computer vision, sensing, and graphics 

technologies, and (iii) evaluating the prototypes with children. The three-part 

investigation provides empirical evidence and useful design implications around the 
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key features of physiological sensing, whole-body interaction, and large-screen 

display  

Physical interaction. Integrating vision-based body tracking and physiological 

sensing enables new types of embodied learning activities, allowing for children to 

interact both explicitly (e.g., gesture, movement) and implicitly (e.g., changing 

breathing rate). This heightened physical interaction promotes children’s engagement 

with learning activity, collaboration between wears and non-wears, and non-verbal 

social interactions. For example, children enjoyed performing a unique whole-body 

interaction for each prototype to investigate different aspects of the human body—

e.g., turning left and right to view body organs from different perspectives or jumping 

to see how a chicken breathes fast. While wearers were engaged with physical 

interactions, non-wearers support them by observing, recording, and reflecting on the 

wearers and visualizations. In the meantime, they communicated with others to 

suggests a physical action, encourage wearers, or mimic other’s ideas. The unique 

setup of SharedPhys which support physical interactions in a shared, mixed reality 

environment enables playful and collaborative embodied learning.  

Physiological Sensing. Physiological sensing can be an engaging and personally 

meaningful interaction technique in mixed-reality environments. We posited that 

integrating the body data into AR visualizations can engage children in interacting 

with the AR learning content and promote the relevance of learning. Indeed, children 

enjoyed manipulating their virtual avatars’ physiology by performing physical 

activities. Though we did not quantitatively measured the relevance of learning, our 
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observations and the program staff interviews indicate the benefits of promoting 

personalized learning. However, our work leaves limitations to the sensing 

technology in terms of usability and scalability. Accurate physiology sensing requires 

invasive sensors that involves discomfort and time to put on, and sensors designed for 

adults may be unsuitable for children. The communication scheme of sensors limits 

the number of concurrent participants, for example, by 6 in our research. 

Large-screen Display. Our approach of a room-scale AR that using a large-screen 

display and the mirror interaction metaphor allows children to perform the tasks of 

carrying out experiment and analyzing the data at the same place. Advancing prior 

sensor-based learning in which students explore retrospective activity data, the 

integration provides a more engaging platform where children can conduct 

collaborative data-driven inquiry. However, the shared and collaborative nature of 

display may have limited personalized learning as it requires all children to interact 

with the same data and representation. Also, allowing access for others’ data has the 

potential privacy issues.   

6. 1. 3 The PrototypAR System 

The second major contribution of this dissertation is the design, development, and 

evaluation of PrototypAR that allows children to prototype complex systems using 

familiar paper crafts and test them in a virtual simulation environment. The research 

involved three steps including (i) conducting participatory design studies to iteratively 

design and refine the user interface; (ii) developing the PrototypAR system and three 
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applications for complex systems learning; and (iii) evaluating the system to uncover 

opportunities and challenges of our approach. Our work demonstrates the potential of 

AR approach for complex systems learning, providing empirical evidence and design 

implications for free-form tangible interaction and AR visualization for scaffolding. 

Paper Craft. The tangible interaction using the free-form material enables 

lightweight creation of virtual models, facilitating representation of children’s ideas 

and collaborative learning.  Because our approach uses craft paper already familiar to 

children, children engaged in the iterative process of creating and testing virtual 

models, examining their ideas. They also explored a breadth of designs, generating 

distinct models useful for following comparative experiments. This creative approach 

offers children a learner-centered environment where they have control in addressing 

their unique interests and deepen understanding, which could led to unexpected 

learning outcomes. However, the free-form construction may have limited 

opportunity to example all the parts of a target model and develop holistic 

understanding about it. Future work may explore scaffolds for guiding their efforts to 

design and execute systematic modes of inquiry. While the shared-physical space 

promoted children’s collaborative design, the relatively small virtual interface makes 

it hard for children to manage conflicting ideas in experiments.  

AR Scaffold. The AR-mediated scaffolds are effective for providing immediate 

design feedback and helping with the complexity of a design, however, children were 

less likely to engage with scaffolds suggesting design ideas or tasks. As PrototypeAR 

actively recognizes and evaluates a physical model, it can provide in-situ scaffolds 
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needed to improve the design. The immediate presence of scaffolds was critical for 

children to grasp needed actions or corrective advice for the physical design. Our 

work only begins to explore providing scaffolds via AR visualizations, resulting in 

the following design implications: (i) children need to have control over when and 

what scaffolds are given; (ii) Second, a visual overlay can be effective for managing 

complex tasks; and (iii) scaffolds for suggesting ideas or directions should include a 

systematic feature to at least capture children’s attention and let them follow.  

Complex Systems Learning. Our work advances tools for complex systems learning 

by exploring an AR approach for interactive modeling and simulation. Our tangible 

approach is suitable for young learners, eliminating the needs for tangible artifacts or 

programming. The AR scaffold helps children build the structure of a complex 

system. The accompanied virtual simulation allows children to learn about 

functioning of complex systems through observing AR simulation of component 

behavior and comparing the functions of different designs. These approaches 

combine to lower barriers to modeling and experimentation of complex systems. 

However, our work is limited in its design capability to support more complex models 

involving large number of components, immersive experience due to the distributed 

physical and virtual spaces, and evaluation to examine the learning outcome.  

6. 1. 4 The ARMath System 

ARMath contribute to the development of mobile AR system that support discovering 

mathematical concepts in ordinary objects and engaging with math problems in 
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meaningful contexts. To design ARMath, we employed a human-centered approach 

involving: (i) four participatory design sessions with teachers and children; (2) the 

implementation of a mobile app integrating computer vision and AR visualizations; 

and (3) an exploratory evaluation with children using five elementary math learning 

contents. Bringing these investigations together expands the design space of mobile 

AR for math learning, first in the tangible user by exploring opportunistic use of 

everyday objects, second in the affordances of AR by integrating storytelling and AR 

scaffolds, and in the understanding of children-AI interaction.  

Tangible Interaction with Everyday Objects. The tangible interaction with 

everyday objects promotes children’s engagement with mathematical discovery and 

arithmetical operations. We identified the engaging attributes including: using 

familiar objects, life-relevant actions (e.g., dividing chocolates), and visualizing 

objects’ mathematical attributes. Children’s comfort and familiarity with everyday 

objects could motivate children to challenge them with a harder problem involving 

many objects and explore new mathematical ideas in the surrounding environment. 

Also, blending mathematical practices into everyday experience could encourage 

their confidence by allowing for solving otherwise difficult math problems on their 

own. However, in comparison to the virtual/touchscreen interface, the direct tangible 

interaction offered less opportunity for collaboration as children rapidly manipulated 

physical objects with less reflection or discussion.  

AR affordances. Throughout the design process, we explored in what ways AR can 

engage children in math learning. AR storytelling presenting a meaningful situation 
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involving math ideas, visualization of abstract equations for the on-going tangible 

manipulations, and AR tools enabling math tasks were found to key elements to 

motivate and facilitate children’s math discovery and problem solving. AR 

storytelling accompanied with physical imagery and word math problems could 

create a life situation where children were motivated to think about applicable math 

computations or concepts. Children also emotionally engaged with the narrative of 

helping a virtual agent solve math problems. Presenting abstract equations alongside 

the tangibles could trigger children’s interests on formal symbolic math and after 

children opportunity to practice translating concrete mathematical representations into 

abstract forms. Lastly, the interactive tools such as counters and protractors could 

engage children with the basic math skill of counting and measurement.  

Child-AI interaction. Our study rARelated to children’s reactions, attitudes, and 

efforts to repair AI errors has design implications for child-AI interaction including: 

(i) children are willing to understand and fix AI errors; (ii) Children react differently 

to types of AI errors; and (iii) repairing AI errors can afford children a new 

opportunity for learning. When recognizing errors in the virtual agent’s description, 

children tried to understand AI behaviors and adapt their interaction to the system’s 

technical limitations (e.g., not detecting occluded objects). With the repairing AI 

interface, children were willing to help fix false-negative errors demonstrating 

sympathy with “mistakes”. However, they reacted negatively to false-positive errors 

thinking that the AI was lying. This split reaction can be attributed to children’s 

tendency to see AI as like a person. Interestingly, some children recognized that they 
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learned from repairing AI errors. The awareness of potential AI errors and the explicit 

repairing step could  

6. 2 Future Work 

We describe the limitations of this dissertation, how future research may address 

them, and directions for expanding our work. Specifically, we discuss: (i) design tools 

for facilitating designing AR learning experiences, (ii) use of immersive AR devices 

such as a head-mounted AR goggle, (iii) future user interaction techniques, and (iv) 

learning evaluation.  

6. 2. 1 Design tools for AR 

Across the three threads of research, we employed an iterative and participatory 

design process that involved adult educators and children as co-designers. To help 

design learning activities and user interfaces, we conducted hands-on design activities 

of group sketching, lo-fi prototyping, and iterative testing. Though this approach 

allowed us to gather the participants’ ideas and feedback, both adult and children 

designers faced difficulties in translating creative concepts and instruments into AR 

experiences. The unique AR features—e.g., inclusion of virtual content in the 

physical environment or user interaction with virtual objects—were hard to represent 

on traditional design materials (e.g., visual slides and tangible props).  

 Future work may explore authoring tools for AR, which may allow novice 

users to design education-oriented AR applications. Aside from AR development 

toolkits (e.g., Vuforia and ARCore) requiring significant programming skills, there 
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are GUI-based AR authoring tools for non-programmer. However, the existing tools 

such as Wiarframe and Torch AR focus on merely supporting association of physical 

markers and virtual objects. The future AR authoring tools would support the 

following features: 1) defining types of AR user interactions and feedback; 2) 

describing user flows along with triggers and transitions; 3) simulating user 

experience; 4) guiding design in a structured framework to include instructional 

features such as scaffolds and assessment; and 5) providing a high-level programing 

environment (e.g., visual block-based programming[14]).  

6. 2. 2 Immersive AR 

Our research explored conventional displays for AR environments including a room-

scale large screen, a smart desktop, and mobile. These environments involved 

usability issues related to hand-eye coordination and discrepancies between the user’s 

perspective and the AR view as well as limited immersive user experience. Advanced 

AR devices such as HoloLens or AR glasses could address these limitations and offer 

practical use cases.  

Other researchers have begun to explore how the immersive AR may improve 

learning environments. For example, Chen et al. [45] evaluated a Hololens-supported 

AR learning against a traditional learning using slides—in teaching human anatomy 

and physiology similar to SharedPhys. The study showed promising potential for 

mitigating cognitive interference (e.g., continuation of extraneous thoughts during the 

learning tasks) and enhancing self-efficacy. However, the use of Hololens did not 
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have a positive effect on the memory recall of the learning material. Echoing our 

discussion in Chaper 4.5, future work may explore ways to balance student 

engagement in the immersive AR environment and accomplishment of learning 

objectives.  

The use of immersive AR devices should need careful considerations due to 

its potential usability, logistical, and technical issues. Wearing a headset could 

involve significantly high level of attention and cause discomfort for long-time use. 

The immersion in the mixed-reality environment could lead to less interaction with 

learning peers or teachers, which limits collaborative learning. Interactions such as 

speech commands or hand gesture may be unsuitable for classroom management. The 

limited and narrow field-of-view would make it difficult to perceive the whole 

learning environment and look for instructions in information. Future work should 

investigate how to mitigate these potential challenges by advancing the technology or 

designing appropriate learning activity.  

6. 2. 3 User Interaction Techniques 

Our research builds upon and expands user interaction techniques using physiological 

sensors and computer vision for gesture recognition, visual understanding, and object 

detection. Exploring new types of sensors and alternative computer vision techniques 

could help develop novel AR user interactions that can support personally meaningful 

and engaging learning experiences.  
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 Future work may explore sensor-based user interfaces to support inferring the 

learner contexts and tracking features (e.g., attention) of a learner as well as gathering 

relevant data and presenting it to the learner. Similar to our approach in SharedPhys, 

providing situated visualizations of sensory data—collected from wearables or 

stationary IoT devices—could afford learners analyze scientific phenomena in their 

own settings. For example, gathering the amount of noise from the microphone of a 

mobile devices at a landmark place and augmenting the place with the temporal data 

could allow learners to investigate the patterns of noise, visitors, or traffic. 

Environmental sensors such as air pollutants or temperature sensors could also 

support data-driven science learning.  NFC or RFId tags attached to physical objects 

could allow for precisely tracking user’s attention and present learners with relevant 

learning materials, which helps learners remember factual knowledge associated with 

objects of interests. The sensors such as EEG or physiological sensors may support 

personalized user interface based on the inferred status of a learner’s emotional state 

and attention [8].  

 There are many opportunities to support contextual user interactions by 

employing advanced computer vision techniques to recognize the learner’s 

environments. For example, semantic segmentation or understanding of visual scenes 

[292,293] may enable spatial interaction with the environment (e.g., navigating with 

in a space) or tangible interaction with physical structures (e.g., walls) to access 

contextual information. Furthermore, people image segmentation and pose estimation 
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technique could support collaborative interaction—e.g, a teacher and a student 

collaborative build and investigate 3D geometry structures [252].  

6. 2. 4 Evaluation of Learning Effect 

At the end of research, we field-deployed each system to demonstrate the technical 

feasibility, understand design issues related to AR-supported STEM practices, and 

examine user experience in terms of interaction patterns, engagement, and 

preferences. Though our studies generated implications for AR learning systems, they 

were initial exploratory evaluations and therefore our findings related to learning 

were limited to demonstrating the learning potential—e.g., performing the steps of 

inquiry with SharedPhys or making scientific discoveries from experiments in 

PrototypAR. These findings are insufficient to examine what and how children indeed 

learn in the AR learning environments.  

 Other education researchers have investigated learning effects of AR, 

examining in what ways AR can promote cognitive development or skill acquisition. 

For example, prior research documented the positive effects such as facilitating 

development of skills in organizing and evaluating data [145],  enhancing 

understanding of complex causality [232], and gaining more accurate knowledge on 

the topic [254]. Likewise, future research needs to move beyond AR as an engaging 

learning platform to examine, for example, how children acquire inquiry skills 

through the AR-based collaborative learning, how AR-based modeling and simulation 

contribute to enhancing knowledge about a complex system, or whether the AR-
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supported mathematization improved children’s arithmetic skills or formal symbolic 

math. 

  



 

 

158 

 

Appendices 

1. SharedPhys Demo Video 

2. SharedPhys Study Materials 

3. PrototypAR Demo Video 
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5. ARMath Demo Video 

6. ARMath Study Materials 
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1. SharedPhys Demo Video 

 

Video Link: https://youtu.be/eRIO4AzPd8s 
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2. SharedPhys Study Materials 
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3. PrototypAR Demo Video 

 

Video Link: https://youtu.be/jt9oqqWZHFk 
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4. PrototypAR Study Materials 
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5. ARMath Demo Video 

 

Video Link: https://youtu.be/nUC0toUJZUk 
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6. ARMath Study Materials 

 

 



 

 

174 

 

 

 

 



 

 

175 

 

 

 

 



 

 

176 

 

 

 

 



 

 

177 

 

 

 

 



 

 

178 

 

 

  



 

 

179 

 

Bibliography 

[1] Martín Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis, Jeffrey 

Dean, Matthieu Devin, Sanjay Ghemawat, Geoffrey Irving, Michael Isard, 

Manjunath Kudlur, Josh Levenberg, Rajat Monga, Sherry Moore, Derek G. 

Murray, Benoit Steiner, Paul Tucker, Vijay Vasudevan, Pete Warden, Martin 

Wicke, Yuan Yu, and Xiaoqiang Zheng. 2016. TensorFlow: A system for 

large-scale machine learning. 265–283. Retrieved from 

http://arxiv.org/abs/1605.08695 

[2] Takayuki Adachi, Masafumi Goseki, Keita Muratsu, Hiroshi Mizoguchi, Miki 

Namatame, Masanori Sugimoto, Fusako Kusunoki, Etsuji Yamaguchi, 

Shigenori Inagaki, and Yoshiaki Takeda. 2013. Human SUGOROKU: Full-

body Interaction System for Students to Learn Vegetation Succession. In 

Proceedings of the 12th International Conference on Interaction Design and 

Children (IDC ’13), 364–367. https://doi.org/10.1145/2485760.2485830 

[3] Paul E Adams and Gerald H Krockover. 1997. Beginning science teacher 

cognition and its origins in the preservice secondary science teacher program. 

Journal of Research in Science Teaching: The Official Journal of the National 

Association for Research in Science Teaching 34, 6: 633–653. 

[4] Wafa Almukadi and A. Lucas Stephane. 2015. BlackBlocks: Tangible 

Interactive System for Children to Learn 3-Letter Words and Basic Math. 

Proceedings of the 2015 International Conference on Interactive Tabletops & 



 

 

180 

 

Surfaces - ITS ’15: 421–424. https://doi.org/10.1145/2817721.2823482 

[5] Ann Anderson. 1997. Families and mathematics: A study of parent-child 

interactions. Journal for Research in Mathematics Education 28, 4: 484–811. 

https://doi.org/10.2307/749684 

[6] Jose Manuel Andújar, Andrés Mejias, and Marco Antonio Marquez. 2011. 

Augmented reality for the improvement of remote laboratories: An augmented 

remote laboratory. IEEE Transactions on Education 54, 3: 492–500. 

https://doi.org/10.1109/TE.2010.2085047 

[7] I Arroyo, M Micciollo, J Casano, E Ottmar, T Hulse, and M M Rodrigo. 2017. 

Wearable learning: Multiplayer embodied games for math. CHI PLAY 2017 - 

Proceedings of the Annual Symposium on Computer-Human Interaction in 

Play: 205–216. https://doi.org/10.1145/3116595.3116637 

[8] Ivon Arroyo, David G Cooper, Winslow Burleson, Beverly Park Woolf, Kasia 

Muldner, and Robert Christopherson. 2009. Emotion Sensors Go To School. 

AIED 200: 17–24. Retrieved from 

http://scholar.google.com/scholar?q=related:4wxF3crImv0J:scholar.google.co

m/&hl=en&num=20&as_sdt=0,5%5Cnpapers3://publication/uuid/4A8048D9-

C770-4ADB-8EF1-FE56E94815E7 

[9] Orit Ben Zvi Assaraf and Nir Orion. 2005. Development of system thinking 

skills in the context of earth system education. Journal of Research in Science 

Teaching 42, 5: 518–560. https://doi.org/10.1002/tea.20061 

[10] Aurasma Inc. Aurasma, AR in Math Education. Retrieved December 2, 2018 



 

 

181 

 

from https://www.aurasma.com/ 

[11] Roger Azevedo, John T. Guthrie, and Diane Seibert. 2004. The Role of Self-

Regulated Learning in Fostering Students’ Conceptual Understanding of 

Complex Systems with Hypermedia. Journal of Educational Computing 

Research 30, 1–2: 87–111. https://doi.org/10.2190/DVWX-GM1T-6THQ-

5WC7 

[12] Jorge Bacca, Silvia Baldiris, Ramon Fabregat, and Sabine Graf. 2014. 

Augmented Reality Trends in Education: A Systematic Review of Research 

and Applications. Educational Technology & Society 17, 4: 133–149. 

https://doi.org/ISSN 1436-4522 (online) 

[13] Ronald A Beghetto. 2009. Correlates of intellectual risk taking in elementary 

school science. Journal of Research in Science Teaching: The Official Journal 

of the National Association for Research in Science Teaching 46, 2: 210–223. 

[14] Amanda M. Bell. 2015. Learning complex systems with story-building in 

scratch. In Proceedings of the 14th International Conference on Interaction 

Design and Children, 307–310. https://doi.org/10.1145/2771839.2771903 

[15] Thorsten Bell, Detlef Urhahne, Sascha Schanze, and Rolf Ploetzner. 2010. 

Collaborative inquiry learning: Models, tools, and challenges. International 

journal of science education 32, 3: 349–377. 

[16] John Lawrence Bencze. 2010. Promoting student-led science and technology 

projects in elementary teacher education: Entry into core pedagogical practices 

through technological design. International Journal of Technology and Design 



 

 

182 

 

Education 20, 1: 43–62. 

[17] Erin Beneteau, Olivia K. Richards, Mingrui Zhang, Julie A. Kientz, Jason Yip, 

and Alexis Hiniker. 2019. Communication breakdowns between families and 

alexa. Conference on Human Factors in Computing Systems - Proceedings: 1–

13. https://doi.org/10.1145/3290605.3300473 

[18] Ceylan Beşevli, Hakan Urey, Elif Salman, Oǧuzhan Özcan, and Tilbe Goksun. 

2019. MaR-T: Designing a projection-based mixed reality system for 

nonsymbolic math development of preschoolers: Guided by theories of 

cognition and learning. Proceedings of the 18th ACM International Conference 

on Interaction Design and Children, IDC 2019: 280–292. 

https://doi.org/10.1145/3311927.3323147 

[19] Kristen Bethke Wendell and Chris Rogers. 2013. Engineering design-based 

science, science content performance, and science attitudes in elementary 

school. Journal of Engineering Education 102, 4: 513–540. 

https://doi.org/10.1002/jee.20026 

[20] Alex Bewley, Zongyuan Ge, Lionel Ott, Fabio Ramos, and Ben Upcroft. 2016. 

Simple online and realtime tracking. Proceedings - International Conference 

on Image Processing, ICIP 2016-Augus: 3464–3468. 

https://doi.org/10.1109/ICIP.2016.7533003 

[21] M. Billinghurst. 2016. Augmented Reality in the classroom. 56–63. 

[22] M. Billinghurst, H. Kato, and I. Poupyrev. 2001. The MagicBook— Moving 

Seamlessly between Reality and Virtuality. IEEE Computer Graphics and 



 

 

183 

 

Applications 21, 1: 6–9. https://doi.org/10.1109/38.920621 

[23] Mark Billinghurst. 2013. Hands and speech in space: multimodal interaction 

with augmented reality interfaces. Proceedings of the 15th ACM on 

International conference on multimodal interaction, Mmi: 379–380. 

https://doi.org/10.1145/2522848.2532202 

[24] Mark Billinghurst, Adrian Clark, and Gun Lee. 2015. A Survey of Augmented 

Reality. 8, 2: 73–272. https://doi.org/10.1561/1100000049 

[25] Mark Billinghurst, Hirokazu Kato, and Ivan Poupyrev. 2001. The MagicBook: 

A transitional AR interface. Computers and Graphics (Pergamon) 25, 5: 745–

753. https://doi.org/10.1016/S0097-8493(01)00117-0 

[26] David Birchfield, Harvey Thornburg, M Colleen Megowan-Romanowicz, 

Sarah Hatton, Brandon Mechtley, Igor Dolgov, and Winslow Burleson. 2008. 

Embodiment, multimodality, and composition: convergent themes across HCI 

and education for mixed-reality learning environments. Advances in Human-

Computer Interaction 2008: 1–20. https://doi.org/10.1155/2008/874563 

[27] Jo Boaler. 1993. Encouraging the transfer of ‘school’mathematics to the ‘real 

world’through the integration of process and content, context and culture. 

Educational studies in mathematics 25, 4: 341–373. 

[28] Hennie Boeije. 2002. A Purposeful Approach to the Constant Comparative 

Method in the Analysis of Qualitative Interviews. Quality and Quantity 36, 4: 

391–409. https://doi.org/10.1023/A:1020909529486 

[29] Lars Bollen and Wouter R. Van Joolingen. 2013. SimSketch: Multiagent 



 

 

184 

 

simulations based on learner-created sketches for early science education. 

IEEE Transactions on Learning Technologies 6, 3: 208–216. 

https://doi.org/10.1109/TLT.2013.9 

[30] C. P. Bonafide, P. W. Brady, R. Conway Keren, P. H., K. Marsolo, and C. 

Daymont. 2013. Development of heart and respiratory rate percentile curves 

for hospitalized children. Pediatrics 4, 131: 1150–1157. 

[31] Elizabeth Bonsignore, Derek Hansen, Kari Kraus, June Ahn, A. Visconti, A. 

Fraistat, and A Druin. 2012. Alternate Reality Games: platforms for 

collaborative learning. In Proceedings of the 10th International Conference of 

the Learning Sciences (ICLS), 251–258. 

[32] Emily C. Bouck, Rajiv Satsangi, Teresa Taber Doughty, and William T. 

Courtney. 2014. Virtual and concrete manipulatives: A comparison of 

approaches for solving mathematics problems for students with autism 

spectrum disorder. Journal of Autism and Developmental Disorders 44, 1: 

180–193. https://doi.org/10.1007/s10803-013-1863-2 

[33] Matt Bower, Cathie Howe, Nerida McCredie, Austin Robinson, and David 

Grover. 2014. Augmented Reality in education - cases, places and potentials. 

Educational Media International 51, 1: 1–15. 

https://doi.org/10.1080/09523987.2014.889400 

[34] Virginia Braun and Victoria Clarke. 2006. Using thematic analysis in 

psychology. Qualitative Research in Psychology 3, 2: 77–101. 

[35] Murray S Britt and Kathryn C Irwin. 2008. Algebraic thinking with and 



 

 

185 

 

without algebraic representation: a three-year longitudinal study. ZDM 40, 1: 

39–53. 

[36] Sean Brophy, Stacy Klein, Merredith Portsmore, and Chris Rogers. 2008. 

Advancing Engineering Education in P-12 Classrooms. Journal of Engineering 

Education 97, 3: 369–387. 

[37] Keith R. Bujak, Iulian Radu, Richard Catrambone, Blair MacIntyre, Ruby 

Zheng, and Gary Golubski. 2013. A psychological perspective on augmented 

reality in the mathematics classroom. Computers and Education 68: 536–544. 

https://doi.org/10.1016/j.compedu.2013.02.017 

[38] R Bybee. 2006. Scientific inquiry and science teaching.  

[39] Virginia L Byrne, Seokbin Kang, Leyla Norooz, Rafael Velez, Monica Katzen, 

and Tamara Clegg. Scaffolding Authentic Wearable-Based Scientific Inquiry 

for Early Elementary Learners.  

[40] Kursat Cagiltay. 2006. Scaffolding strategies in electronic performance support 

systems: Types and challenges. Innovations in Education and Teaching 

International 43, 1: 93–103. https://doi.org/10.1080/14703290500467673 

[41] Yvonne M. Caldera, Anne Mc Donald Culp, Marion O’Brien, Rosemarie T. 

Truglio, Mildred Alvarez, and Aletha C. Huston. 1999. Children’s play 

preferences, construction play with blocks, and visual-spatial skills: Are they 

related? International Journal of Behavioral Development 23, 4: 855–872. 

https://doi.org/10.1080/016502599383577 

[42] Robert M. Carini, George D. Kuh, and Stephen P. Klein. 2006. Student 



 

 

186 

 

engagement and student learning: Testing the linkages. Research in Higher 

Education 47, 1: 1–32. https://doi.org/10.1007/s11162-005-8150-9 

[43] Julie Carmigniani, Borko Furht, Marco Anisetti, Paolo Ceravolo, Ernesto 

Damiani, and Misa Ivkovic. 2011. Augmented reality technologies, systems 

and applications. Multimedia Tools and Applications 51, 1: 341–377. 

https://doi.org/10.1007/s11042-010-0660-6 

[44] Randall I Charles. 2005. Big Ideas and Understandings as the Foundation for 

Elementary and Middle School Mathematics. 7, 3: 9–24. 

[45] chen chen, Lei Zhang, Tony Luczak, Eboni Smith, and Reuben F Burch. 2019. 

Using Microsoft HoloLens to improve memory recall in anatomy and 

physiology: A pilot study to examine the efficacy of using augmented reality in 

education. Journal of Educational Technology Development and Exchange 12, 

1. https://doi.org/10.18785/jetde.1201.02 

[46] Yu-Chien Chen. 2008. Peer Learning in an AR-based Learning Environment. 

Proceedings - ICCE 2008: 16th International Conference on Computers in 

Education: 291–295. Retrieved from 

http://www.scopus.com/inward/record.url?eid=2-s2.0-

84863011476&partnerID=tZOtx3y1 

[47] Kun-Hung Cheng and Chin-Chung Tsai. 2013. Affordances of augmented 

reality in science learning: Suggestions for future research. Journal of Science 

Education and Technology 22, 4: 449–462. 

[48] Yi Cheng, Kate Yen, Yeqi Chen, Sijin Chen, and Alexis Hiniker. 2018. Why 



 

 

187 

 

doesn’t it work? Voice-driven interfaces and young children’s communication 

repair strategies. IDC 2018 - Proceedings of the 2018 ACM Conference on 

Interaction Design and Children: 337–348. 

https://doi.org/10.1145/3202185.3202749 

[49] Michelene T.H. Chi. 1997. Quantifying Qualitative Analyses of Verbal Data: 

A Practical Guide. Journal of the Learning Sciences 6, 3: 271–315. 

[50] Tosti H C Chiang, Stephen J H Yang, Gwo-jen Hwang, Tosti H C Chiang, 

Stephen J H Yang, and Gwo-jen Hwang. 2017. An Augmented Reality-based 

Mobile Learning System to Improve Students ’ Learning Achievements and 

Motivations in Natural Science Inquiry Activities An Augmented Reality-

based Mobile Learning System t. 17, 4. 

[51] Clark A. Chinn and Betina A. Malhotra. 2002. Epistemologically authentic 

inquiry in schools: A theoretical framework for evaluating inquiry tasks. 

Science Education 86, 2: 175–218. https://doi.org/10.1002/sce.10001 

[52] Clark A. Chinn and Betina A. Malhotra. 2002. Epistemologically authentic 

inquiry in schools: A theoretical framework for evaluating inquiry tasks. 

Science Education 86, 2: 175–218. https://doi.org/10.1002/sce.10001 

[53] Sean Chorney and Nathalie Sinclair. 2018. Fingers-on geometry: The 

emergence of symmetry in a primary school classroom with multi-touch 

dynamic geometry. In Using Mobile Technologies in the Teaching and 

Learning of Mathematics. Springer, 213–230. 

[54] Marta Civil and Marta Civil. 2016. Everyday Mathematics , Mathematicians ’ 



 

 

188 

 

Mathematics , and School Mathematics : Can We Bring Them Together ? 11, 

May: 40–62. 

[55] Tamara Clegg, Elizabeth Bonsignore, Jason Yip, Helene Gelderblom, Alex 

Kuhn, Tobin Valenstein, Becky Lewittes, and Allison Druin. 2012. 

Technology for promoting scientific practice and personal meaning in life-

relevant learning. In Proceedings of the 11th International Conference on 

Interaction Design and Children - IDC ’12, 152–161. Retrieved March 11, 

2014 from http://dl.acm.org/citation.cfm?id=2307096.2307114 

[56] National Research Council and others. 2000. Inquiry and the national science 

education standards: A guide for teaching and learning. National Academies 

Press. 

[57] National Research Council and others. 2000. How people learn: Brain, mind, 

experience, and school: Expanded edition. National Academies Press. 

[58] National Research Council and others. 2003. Engaging schools: Fostering high 

school students’ motivation to learn. National Academies Press. 

[59] National Research Council and others. 2009. Engineering in K-12 education: 

Understanding the status and improving the prospects. National Academies 

Press. 

[60] National Research Council and others. 2012. A framework for K-12 science 

education: Practices, crosscutting concepts, and core ideas. National 

Academies Press. 

[61] Sébastien Cuendet, Quentin Bonnard, Son Do-Lenh, and Pierre Dillenbourg. 



 

 

189 

 

2013. Designing augmented reality for the classroom. Computers and 

Education 68: 557–569. https://doi.org/10.1016/j.compedu.2013.02.015 

[62] Allen Cypher and David Canfield Smith. 1995. KidSim: End user 

programming of simulation. Human Factors in Computing Systems (CHI): 27–

34. https://doi.org/10.1145/223904.223908 

[63] J A Danish, K Peppler, and D Phelps. 2010. BeeSign: Designing to support 

mediated group inquiry of complex science by early elementary students. In 

Proceedings of the 9th International Conference on Interaction Design and 

Children, 182–185. https://doi.org/10.1145/1810543.1810566 

[64] Joshua A. Danish, Noel Enyedy, Asmalina Saleh, Christine Lee, and Alejandro 

Andrade. 2015. Science Through Technology Enhanced Play: Designing to 

Support Reflection Through Play and Embodiment. In Proceedings of the 11th 

International Conference on Computer Supported Collaborative Learning 

(CSCL2015), 332–339. Retrieved from 

http://www.isls.org/cscl2015/papers/MC-0313-FullPaper-Danish.pdf 

[65] Hasan Deniz and Mehmet F. Dulger. 2012. Supporting Fourth Graders’ Ability 

to Interpret Graphs Through Real-Time Graphing Technology: A Preliminary 

Study. Journal of Science Education and Technology 21, 6: 652–660. 

Retrieved February 16, 2014 from http://link.springer.com/10.1007/s10956-

011-9354-8 

[66] Ángela Di, María Blanca, and Carlos Delgado. 2013. Impact of an augmented 

reality system on students ’ motivation for a visual art course. 68: 586–596. 



 

 

190 

 

https://doi.org/10.1016/j.compedu.2012.03.002 

[67] Yaron Doppelt, Matthew M Mehalik, Christian D Schunn, Eli Silk, and Denis 

Krysinski. 2008. Engagement and achievements: A case study of design-based 

learning in a science context. Journal of technology education 19, 2: 22–39. 

[68] Paul Dourish. 2001. Where the Action Is: The Foundations of Embodied 

Interaction. The MIT Press. Retrieved August 31, 2013 from 

http://www.amazon.com/Where-Action-Foundations-Interaction-

ebook/dp/B002Z7DZYY 

[69] Allison Druin. 1999. Cooperative inquiry: developing new technologies for 

children with children. In Proceedings of the SIGCHI Conference on Human 

Factors in Computing Systems, 592–599. Retrieved March 8, 2013 from 

http://dl.acm.org/citation.cfm?id=302979.303166 

[70] Matt Dunleavy, Chris Dede, and Rebecca Mitchell. 2009. Affordances and 

limitations of immersive participatory augmented reality simulations for 

teaching and learning. Journal of Science Education and Technology 18, 1: 7–

22. https://doi.org/10.1007/s10956-008-9119-1 

[71] Andreas Dünser, Lawrence Walker, Heather Horner, and Daniel Bentall. 2012. 

Creating interactive physics education books with augmented reality. 

Proceedings of the 24th Australian Computer-Human Interaction Conference 

on - OzCHI ’12: 107–114. https://doi.org/10.1145/2414536.2414554 

[72] Daniel C. Edelson, Douglas N. Gordin, and Roy D. Pea. 1999. Addressing the 

Challenges of Inquiry-Based Learning Through Technology and Curriculum 



 

 

191 

 

Design. Journal of the Learning Sciences 8, 3–4: 391–450. 

https://doi.org/10.1080/10508406.1999.9672075 

[73] Lyn D. English. 2016. STEM education K-12: perspectives on integration. 

International Journal of STEM Education 3, 1: 3. 

https://doi.org/10.1186/s40594-016-0036-1 

[74] Noel Enyedy, Joshua A. Danish, Girlie Delacruz, and Melissa Kumar. 2012. 

Learning physics through play in an augmented reality environment. 

International Journal of Computer-Supported Collaborative Learning 7, 3: 

347–378. Retrieved September 7, 2015 from 

http://link.springer.com/10.1007/s11412-012-9150-3 

[75] Anne Estapa and Larysa Nadolny. 2015. The Effect of an Augmented Reality 

Enhanced Mathematics Lesson on Student Achievement and Motivation. 

Journal of STEM Education 16, 3: 40–49. 

[76] Maria Evagorou, Kostas Korfiatis, Christiana Nicolaou, and Costas 

Constantinou. 2009. An investigation of the potential of interactive simulations 

for developing system thinking skills in elementary school: A case study with 

fifth-graders and sixth-graders. International Journal of Science Education 31, 

5: 655–674. https://doi.org/10.1080/09500690701749313 

[77] Jerry Alan Fails, Mona Leigh Guha, Allison Druin, and others. 2013. Methods 

and techniques for involving children in the design of new technology for 

children. Foundations and Trends®in Human--Computer Interaction 6, 2: 85–

166. 



 

 

192 

 

[78] Taciana Pontual Falcão and Sara Price. 2009. What have you done! the role of 

“interference” in tangible environments for supporting collaborative learning. 

CSCL’09 Proceedings of the 9th international conference on Computer 

supported collaborative learning 1: 325–334. 

https://doi.org/10.3115/1600053.1600103 

[79] Taciana Pontual Falcão, Christine Ulrich, Andre Klemke, and Madeleine 

Schüler. 2018. Tangible Tens : Evaluating a Training of Basic Numerical 

Competencies with an Interactive Tabletop. 1–12. 

[80] Ylva Fernaeus and Jakob Tholander. 2006. Finding design qualities in a 

tangible programming space. Proceedings of the SIGCHI conference on 

Human Factors in computing systems  - CHI ’06: 447. 

https://doi.org/10.1145/1124772.1124839 

[81] Sebastian H D Fiedler and Terje Väljataga. 2011. Personal learning 

environments: concept or technology? International Journal of Virtual and 

Personal Learning Environments (IJVPLE) 2, 4: 1–11. 

[82] Morten Fjeld, Jonas Fredriksson, Martin Ejdestig, Florin Duca, Kristina 

Bötschi, Benedikt Voegtli, and Patrick Juchli. 2007. Tangible user interface for 

chemistry education: comparative evaluation and re-design. In Proceedings of 

the SIGCHI conference on Human factors in computing systems, 805–808. 

[83] Morten Fjeld, Jonas Fredriksson, Martin Ejdestig, Florin Duca, Kristina 

Býtschi, Benedikt Voegtli, and Patrick Juchli. 2007. Tangible user interface for 

chemistry education. Proceedings of the SIGCHI conference on Human factors 



 

 

193 

 

in computing systems - CHI ’07: 805. 

https://doi.org/10.1145/1240624.1240745 

[84] Rubina Freitas and Pedro Campos. 2008. SMART : a SysteM of Augmented 

Reality for Teaching 2nd Grade Students. Proceedings of the 22Nd British HCI 

Group Annual Conference on People and Computers: Culture, Creativity, 

Interaction 2, April: 27–30. https://doi.org/10.1145/1531826.1531834 

[85] Yael Friedler, Rafi Nachmias, and Marcia C. Linn. 1990. Learning scientific 

reasoning skills in microcomputer-based laboratories. Journal of Research in 

Science Teaching 27, 2: 173–192. Retrieved February 16, 2014 from 

http://doi.wiley.com/10.1002/tea.3660270208 

[86] David Furió, Stéphanie Fleck, Bruno Bousquet, Jean-Paul Guillet, Lionel 

Canioni, and Martin Hachet. 2017. HOBIT: Hybrid Optical Bench for 

Innovative Teaching. Proceedings of the 2017 CHI Conference on Human 

Factors in Computing Systems - CHI ’17: 949–959. 

https://doi.org/10.1145/3025453.3025789 

[87] Julie Gainsburg. 2008. Real-world connections in secondary mathematics 

teaching. Journal of Mathematics Teacher Education 11, 3: 199–219. 

https://doi.org/10.1007/s10857-007-9070-8 

[88] William F Ganong and Kim E. Barrett. 2005. Review of medical physiology. 

New York: McGraw-Hill Medical. 

[89] Susana Garcia-Barros, Cristina Martínez-Losada, and María Garrido. 2011. 

What do Children Aged Four to Seven Know about the Digestive System and 



 

 

194 

 

the Respiratory System of the Human Being and of Other Animals? 

International Journal of Science Education 33, 15: 2095–2122. Retrieved 

March 21, 2013 from http://dx.doi.org/10.1080/09500693.2010.541528 

[90] Christina M Gardner, Tamara L Clegg, Oriana J Williams, and Janet L 

Kolodner. 2006. Messy Learning Environments: Busy Hands and Less 

Engaged Minds. In Proceedings of the 7th International Conference on 

Learning Sciences (ICLS ’06), 926–927. Retrieved from 

http://dl.acm.org/citation.cfm?id=1150034.1150182 

[91] Rochel Gelman and Kimberly Brenneman. 2004. Science learning pathways 

for young children. Early Childhood Research Quarterly 19, 1: 150–158. 

https://doi.org/10.1016/j.ecresq.2004.01.009 

[92] Alexandre Gillet, Michel Sanner, Daniel Stoffler, David Goodsell, and Arthur 

Olson. 2004. Augmented Reality with Tangible Auto-Fabricated Models for 

Molecular Biology Applications. IEEE Visualization: 235–241. 

https://doi.org/10.1109/VISUAL.2004.7 

[93] Ashok K. Goel, Spencer Rugaber, and Swaroop Vattam. 2009. Structure, 

behavior, and function of complex systems: The structure, behavior, and 

function modeling language. Artificial Intelligence for Engineering Design, 

Analysis and Manufacturing 23, 01: 23. 

https://doi.org/10.1017/S0890060409000080 

[94] Ashok K Goel, Swaroop S Vattam, Spencer Rugaber, David Joyner, Cindy E 

Hmelo-silver, Rebecca Jordan, Sameer Honwad, Steven Gray, and Suparna 



 

 

195 

 

Sinha. 2010. Learning Functional and Causal Abstractions of Classroom 

Aquaria. Proceedings of the Annual Meeting of the Cognitive Science Society 

32, 32. 

[95] Google. 2019. ARCore. Retrieved from https://developers.google.com/ar/ 

[96] Cara Gormally, Peggy Brickman, Brittan Hallar, and Norris Armstrong. 2009. 

Effects of inquiry-based learning on students’ science literacy skills and 

confidence. International journal for the scholarship of teaching and learning 

3, 2: 16. 

[97] Early Childhood STEM Working Group and others. 2017. Early STEM 

Matters: Providing High Quality STEM Experiences for All Young Learners. 

Policy Report. 

[98] Jens Grubert and Stefanie Zollmann. 2017. Towards Pervasive Augmented 

Reality : Context- Awareness in Augmented Reality. IEEE Transactions on 

Visualization and Computer Graphicslization and Computer Graphics 23, 6: 

1706–1724. https://doi.org/10.1109/TVCG.2016.2543720 

[99] Mona Leigh Guha, Allison Druin, and Jerry Alan Fails. 2013. Cooperative 

Inquiry revisited: Reflections of the past and guidelines for the future of 

intergenerational co-design. International Journal of Child-Computer 

Interaction 1, 1: 14–23. https://doi.org/10.1016/j.ijcci.2012.08.003 

[100] S Gulinson and J Harrison. 1996. Control of resting ventilation rate in 

grasshoppers. The Journal of experimental biology 199, 2: 379–389. 

[101] Jono Hailstone and Andrew E. Kilding. 2011. Reliability and Validity of the 



 

 

196 

 

ZephyrTM BioHarnessTM to Measure Respiratory Responses to Exercise. 

Measurement in Physical Education and Exercise Science 15, 4: 293–300. 

Retrieved March 8, 2014 from http://www.tandfonline.com.proxy-

um.researchport.umd.edu/doi/abs/10.1080/1091367X.2011.615671#.UxtXNPl

dV8E 

[102] Lynne Hall, Colette Hume, and Sarah Tazzyman. 2016. Five degrees of 

happiness: effective smiley face Likert Scales for evaluating with children. In 

Proceedings of the The 15th International Conference on Interaction Design 

and Children, 311–321. 

[103] Michael J Hannafin and Susan M Land. 1997. The foundations and 

assumptions of technology-enhanced student- centered learning environments. 

Instructional Science 25, 3: 167–202. 

https://doi.org/10.1023/A:1002997414652 

[104] Harcourt Inc. 2007. Harcourt Health and Fitness: Grade 4. Harcourt School 

Publishers. Retrieved from http://www.amazon.com/Harcourt-Health-Fitness-

Gr-

4/dp/0153551259/ref=pd_sim_14_4?ie=UTF8&refRID=0YE465E7DM2A55A

B203R 

[105] Idit Ed Harel and Seymour Ed Papert. 1991. Constructionism. Ablex 

Publishing. 

[106] John A Hartigan and Manchek A Wong. 1979. Algorithm AS 136: A k-means 

clustering algorithm. Journal of the Royal Statistical Society. Series C (Applied 



 

 

197 

 

Statistics) 28, 1: 100–108. 

[107] Eiji Hayashi, Martina Rau, Zhe Han Neo, Nastasha Tan, Sriram 

Ramasubramanian, and Eric Paulos. 2012. TimeBlocks: “Mom, can I have 

another block of time?” In Proceedings of the 2012 ACM annual conference on 

Human Factors in Computing Systems, 1713–1716. 

https://doi.org/10.1145/2207676.2208299 

[108] Kaiming He, Georgia Gkioxari, Piotr Dollar, and Ross Girshick. 2017. Mask 

R-CNN. Proceedings of the IEEE International Conference on Computer 

Vision 2017-Octob: 2980–2988. https://doi.org/10.1109/ICCV.2017.322 

[109] Paul S Heckbert. 1990. A seed fill algorithm. In Graphics gems, 275–277. 

[110] Steven Henderson and Steven Feiner. 2010. Opportunistic Tangible User 

Interfaces for Augmented Reality. IEEE Transactions on Visualization and 

Computer Graphics 16, 1: 4–16. https://doi.org/10.1109/TVCG.2009.91 

[111] Anuruddha Hettiarachchi and Daniel Wigdor. 2016. Annexing Reality: 

Enabling Opportunistic Use of Everyday Objects as Tangible Proxies in 

Augmented Reality. To appear in Proceedings of the 2016 ACM annual 

conference on Human Factors in Computing Systems - CHI ’16. 

https://doi.org/10.1145/2858036.2858134 

[112] Geoffrey Hinchliffe. 2002. Situating Skills. Journal of Philosophy of 

Education 36, 2: 187–205. https://doi.org/10.1111/1467-9752.00269 

[113] Cindy E. Hmelo-Silver, Ravit Golan Duncan, and Clark a. Chinn. 2007. 

Scaffolding and achievement in problem-based and inquiry learning: A 



 

 

198 

 

response to Kirschner, Sweller, and Clark (2006). Educational Psychologist 

42, 2: 99–107. https://doi.org/10.1080/00461520701263368 

[114] Cindy E. Hmelo-Silver, Surabhi Marathe, and Lei Liu. 2007. Fish swim, rocks 

sit, and lungs breathe: Expert-novice understanding of complex systems. 

Journal of the Learning Sciences 16, 3: 307–331. 

https://doi.org/10.1080/10508400701413401 

[115] Cindy E. Hmelo, Douglas L. Holton, and Janet L. Kolodner. 2000. Designing 

to Learn About Complex Systems. Journal of the Learning Sciences 9, 3: 247–

298. https://doi.org/10.1207/S15327809JLS0903 

[116] Zahid Hossain, Engin W Bumbacher, Alice M Chung, Honesty Kim, Casey 

Litton, Ashley D Walter, Sachin N Pradhan, Kemi Jona, Paulo Blikstein, and 

Ingmar H Riedel-Kruse. 2016. Interactive and scalable biology cloud 

experimentation for scientific inquiry and education. Nature Biotechnology 34, 

12: 1293–1298. https://doi.org/10.1038/nbt.3747 

[117] Autumn B. Hostetter and Martha W. Alibali. 2008. Visible embodiment: 

Gestures as simulated action. Psychonomic Bulletin and Review 15, 3: 495–

514. https://doi.org/10.3758/PBR.15.3.495 

[118] Juan Pablo Hourcade. 2007. Interaction Design and Children. Foundations and 

Trends® in Human-Computer Interaction 1, 4: 277–392. 

https://doi.org/10.1561/1100000006 

[119] Jonathan Huang, Vivek Rathod, Chen Sun, Menglong Zhu, Anoop Korattikara, 

Alireza Fathi, Ian Fischer, Zbigniew Wojna, Yang Song, Sergio Guadarrama, 



 

 

199 

 

and Kevin Murphy. 2017. Speed/accuracy trade-offs for modern convolutional 

object detectors. Proceedings - 30th IEEE Conference on Computer Vision and 

Pattern Recognition, CVPR 2017 2017-Janua: 3296–3305. 

https://doi.org/10.1109/CVPR.2017.351 

[120] C. S. Hulleman and J. M. Harackiewicz. 2009. Promoting Interest and 

Performance in High School Science Classes. Science 326, 5958: 1410–1412. 

https://doi.org/10.1126/science.1177067 

[121] María Blanca Ibáñez, Ángela Di Serio, Diego Villarán, and Carlos Delgado 

Kloos. 2014. Experimenting with electromagnetism using augmented reality: 

Impact on flow student experience and educational effectiveness. Computers 

and Education 71: 1–13. https://doi.org/10.1016/j.compedu.2013.09.004 

[122] Maria Blanca Ibanez, Diego Villar, Carlos Delgado-kloos, and Senior Member. 

2016. Support for Augmented Reality Simulation Systems : The Effects of 

Scaffolding on Learning Outcomes and Behavior Patterns n. 9, 1: 46–56. 

[123] Illinois State Board of Education. Stage Goal 23: Understand human body 

systems and factors that influence growth and development. Retrieved May 1, 

2015 from http://www.isbe.net/ils/pdh/pdf/goal23.pdf 

[124] Jacquie Jacob and Tony Pescatore. 2013. Avian Respiratory System.  

[125] Michael J. Jacobson and Uri Wilensky. 2006. Complex Systems in Education: 

Scientific and Educational Importance and Implications for the Learning 

Sciences. Journal of the Learning Sciences 15, 1: 11–34. 

https://doi.org/http://dx.doi.org/10.1207/s15327809jls1501_4 



 

 

200 

 

[126] Soo Chiang James Long and Yejun Bae. 2018. Action Research: First-Year 

Primary School Science Teachers’ Conceptions on and Enactment of Science 

Inquiry in Singapore. Asia-Pacific Science Education 4, 1. 

https://doi.org/10.1186/s41029-017-0017-9 

[127] Tai Fook Lim Jerry and Cheng Chi En Aaron. 2010. The impact of augmented 

reality software with inquiry-based learning on students’ learning of 

kinematics graph. In Education Technology and Computer (ICETC), 2010 2nd 

International Conference on, V2--1. 

[128] R Johnsey. 1995. The place of the process skill making in design and 

technology: Lessons from research into the way primary children design and 

make. In IDATER95: International Conference on Design and Technology 

Educational Research and Curriculum Development, 15–20. 

[129] Mina C. Johnson-Glenberg, David A. Birchfield, Lisa Tolentino, and Tatyana 

Koziupa. 2014. Collaborative embodied learning in mixed reality motion-

capture environments: Two science studies. Journal of Educational 

Psychology 106, 1: 86–104. 

[130] Elaine B Johnson. 2002. Contextual teaching and learning: What it is and why 

it’s here to stay. Corwin Press. 

[131] James A Johnstone, Paul A Ford, Gerwyn Hughes, Tim Watson, and Andrew T 

Garrett. 2012. BioHarnessTM multivariable monitoring device: part. I: validity. 

Journal of sports science & medicine 11, 3: 400. 

[132] Carmen Juan, Raffaela Canu, and Miguel Giménez. 2008. Augmented Reality 



 

 

201 

 

interactive storytelling systems using tangible cubes for edutainment. 

Proceedings - The 8th IEEE International Conference on Advanced Learning 

Technologies, ICALT 2008, July: 233–235. 

https://doi.org/10.1109/ICALT.2008.122 

[133] Nurul Farhana Jumaat and Zaidatun Tasir. 2014. Instructional scaffolding in 

online learning environment: A meta-analysis. Proceedings - 2014 

International Conference on Teaching and Learning in Computing and 

Engineering, LATICE 2014, July 2015: 74–77. 

https://doi.org/10.1109/LaTiCE.2014.22 

[134] Yasmin B Kafai and Mitchel Resnick. 1996. Constructionism in practice: 

Designing, thinking, and learning in a digital world. Routledge. 

[135] Amy M. Kamarainen, Shari Metcalf, Tina Grotzer, Allison Browne, Diana 

Mazzuca, M. Shane Tutwiler, and Chris Dede. 2013. EcoMOBILE: Integrating 

augmented reality and probeware with environmental education field trips. 

Computers and Education 68: 545–556. 

https://doi.org/10.1016/j.compedu.2013.02.018 

[136] Seokbin Kang, Leyla Norooz, Elizabeth Bonsignore, Virginia Byrne, Tamara 

Clegg, and Jon E Froehlich. 2019. PrototypAR: Prototyping and Simulating 

Complex Systems with Paper Craft and Augmented Reality. In Proceedings of 

the 18th ACM International Conference on Interaction Design and Children, 

253–266. 

[137] Seokbin Kang, Leyla Norooz, Virginia Byrne, Tamara Clegg, and Jon E 



 

 

202 

 

Froehlich. 2018. Prototyping and Simulating Complex Systems with Paper 

Craft and Augmented Reality: An Initial Investigation. In Proceedings of the 

Twelfth International Conference on Tangible, Embedded, and Embodied 

Interaction (TEI ’18), 320–328. https://doi.org/10.1145/3173225.3173264 

[138] Seokbin Kang, Leyla Norooz, Vanessa Oguamanam, Angelisa C. Plane, 

Tamara L. Clegg, and Jon E. Froehlich. 2016. SharedPhys: Live Physiological 

Sensing, Whole-Body Interaction, and Large-Screen Visualizations to Support 

Shared Inquiry Experiences. Proceedings of the The 15th International 

Conference on Interaction Design and Children - IDC ’16: 275–287. 

https://doi.org/10.1145/2930674.2930710 

[139] Seokbin Kang, Ekta Shokeen, Virginia L Byrne, Leyla Norooz, Elizabeth 

Bonsignore, Caro Williams-Pierce, and Jon E Froehlich. ARMath: 

Augmenting Everyday Life with Math Learning.  

[140] Hannes Kaufmann and Andreas Dünser. 2007. Summary of usability 

evaluations of an educational augmented reality application. In International 

conference on virtual reality, 660–669. 

[141] Hannes Kaufmann and Bernd Meyer. 2008. Simulating educational physical 

experiments in augmented reality. ACM SIGGRAPH ASIA 2008 educators 

programme on - SIGGRAPH Asia ’08. 

https://doi.org/10.1145/1507713.1507717 

[142] Hannes Kaufmann and Dieter Schmalstieg. 2003. Mathematics and geometry 

education with collaborative augmented reality. Computers and Graphics 



 

 

203 

 

(Pergamon) 27, 3: 339–345. https://doi.org/10.1016/S0097-8493(03)00028-1 

[143] Lucinda Kerawalla, Rosemary Luckin, Simon Seljeflot, and Adrian Woolard. 

2006. “Making it real”: Exploring the potential of augmented reality for 

teaching primary school science. Virtual Reality 10, 3–4: 163–174. 

https://doi.org/10.1007/s10055-006-0036-4 

[144] J.-H. Kim, R Roberge, J Powell B., A Shafer B., and W Jon Williams. 2013. 

Measurement Accuracy of Heart Rate and Respiratory Rate during Graded 

Exercise and Sustained Exercise in the Heat Using the Zephyr BioHarnessTM. 

International Journal of Sports Medicine 34, 06: 497–501. 

https://doi.org/10.1055/s-0032-1327661 

[145] Eric Klopfer and Kurt Squire. 2008. Environmental Detectives—the 

development of an augmented reality platform for environmental simulations. 

Educational Technology Research and Development 56, 2: 203–228. 

[146] Janet L Kolodner, Paul J Camp, David Crismond, Barbara Fasse, Jackie Gray, 

Jennifer Holbrook, Sadhana Puntambekar, and Mike Ryan. 2003. Problem-

Based Learning Meets Case-Based Reasoning in the Middle School Science 

Classroom: Putting Learning by Design Into Practice. Journal of the Learning 

Sciences 12, 4: 495–547. https://doi.org/10.1207/S15327809JLS1204 

[147] J. Krajcik and J. Layman. 1993. Microcomputer-based laboratories in the 

science classroom. Research that matters to the science teacher. Retrieved 

from http://www.narst.org/publications/research/microcomputer.cfm 

[148] Joseph Krajcik, Phyllis C. Blumenfeld, Ronald W. Marx, Kristin M. Bass, 



 

 

204 

 

Jennifer Fredricks, and Elliot Soloway. 1998. Inquiry in Project-Based Science 

Classrooms: Initial Attempts by Middle School Students. Journal of the 

Learning Sciences 7, 3–4: 313–350. 

https://doi.org/10.1080/10508406.1998.9672057 

[149] Stefan Kreitmayer, Yvonne Rogers, Robin Laney, and Stephen Peake. 2013. 

UniPad: Orchestrating Collaborative Activities Through Shared Tablets and an 

Integrated Wall Display. In Proceedings of the 2013 ACM International Joint 

Conference on Pervasive and Ubiquitous Computing (UbiComp ’13), 801–

810. https://doi.org/10.1145/2493432.2493506 

[150] D.W.F. Van Krevelen and R. Poelman. 2010. A survey of Augmented Reality 

Technologies, Applications and Limitations. The International Journal of 

Virtual Reality 9, 2: 1–20. https://doi.org/10.1155/2011/721827 

[151] Pascal Landry, Joseph Minsky, Marta Castañer, Oleguer Camerino, Rosa 

Rodriguez-Arregui, Enric Ormo, and Narcis Pares. 2013. Design Strategy to 

Stimulate a Diversity of Motor Skills for an Exergame Addressed to Children. 

In Proceedings of the 12th International Conference on Interaction Design and 

Children (IDC ’13), 84–91. https://doi.org/10.1145/2485760.2485781 

[152] Narcis Pares Laura Malinverni. 2014. Learning of Abstract Concepts through 

Full-Body Interaction: A Systematic Review. Journal of Educational 

Technology & Society 17, 4: 100–116. Retrieved from 

http://www.jstor.org/stable/jeductechsoci.17.4.100 

[153] Jean Lave. 1988. Cognition in practice: Mind, mathematics and culture in 



 

 

205 

 

everyday life. Cambridge University Press. 

[154] Hong Quan Le and Jee In Kim. 2017. An augmented reality application with 

hand gestures for learning 3D geometry. 2017 IEEE International Conference 

on Big Data and Smart Computing, BigComp 2017, May: 34–41. 

https://doi.org/10.1109/BIGCOMP.2017.7881712 

[155] Victor R. Lee. 2013. The Quantified Self (QS) movement and some emerging 

opportunities for the educational technology field. Educational Technology 53, 

6: 39–42. Retrieved from 

http://works.bepress.com/cgi/viewcontent.cgi?article=1015&context=victor_le

e 

[156] Victor R. Lee. 2014. Combining High-Speed Cameras and Stop-Motion 

Animation Software to Support Students’ Modeling of Human Body 

Movement. Journal of Science Education and Technology 24, 2–3: 178–191. 

Retrieved September 7, 2015 from http://link.springer.com/10.1007/s10956-

014-9521-9 

[157] Victor R. Lee. 2015. Learning Technologies and the Body: Integration and 

Implementation In Formal and Informal Learning Environments. Taylor and 

Francis, Hoboken. 

[158] Victor R. Lee and Maneksha DuMont. 2010. An Exploration into How 

Physical Activity Data-Recording Devices Could be Used in Computer-

Supported Data Investigations. International Journal of Computers for 

Mathematical Learning 15, 3: 167–189. Retrieved February 4, 2014 from 



 

 

206 

 

http://link.springer.com/10.1007/s10758-010-9172-8 

[159] Victor R. Lee and Jonathan M. Thomas. 2011. Integrating physical activity 

data technologies into elementary school classrooms. Educational Technology 

Research and Development 59, 6: 865–884. Retrieved February 14, 2014 from 

http://link.springer.com/10.1007/s11423-011-9210-9 

[160] Victor R Lee and Joel Drake. 2013. Quantified Recess: Design of an Activity 

for Elementary Students Involving Analyses of Their Own Movement Data. In 

Proceedings of the 12th International Conference on Interaction Design and 

Children (IDC ’13), 273–276. https://doi.org/10.1145/2485760.2485822 

[161] Victor R Lee, Joel R Drake, Ryan Cain, and Jeffrey Thayne. 2015. 

Opportunistic Uses of the Traditional School Day Through Student 

Examination of Fitbit Activity Tracker Data. In Proceedings of the 14th 

International Conference on Interaction Design and Children (IDC ’15), 209–

218. 

[162] Zeina Atrash Leong and Michael S. Horn. 2011. Representing equality. 

Proceedings of the 10th International Conference on Interaction Design and 

Children - IDC ’11: 173–176. https://doi.org/10.1145/1999030.1999054 

[163] Vladimir Levenshtein. 1965. Binary codes capable of correcting spurious 

insertions and deletion of ones. Problems of information Transmission 1, 1: 8–

17. 

[164] Jiandun Li, Junjie Peng, Wu Zhang, Fangfang Han, and Qin Yuan. 2011. A 

computer-supported collaborative learning platform based on clouds. Journal 



 

 

207 

 

of Computational Information Systems 7, 11: 3811–3818. 

[165] Yvonna S Lincoln. 1985. Naturalistic inquiry. The Blackwell Encyclopedia of 

Sociology. 

[166] R. Lindgren and M. Johnson-Glenberg. 2013. Emboldened by Embodiment: 

Six Precepts for Research on Embodied Learning and Mixed Reality. 

Educational Researcher 42, 8: 445–452. 

[167] Mary Montgomery Lindquist. 1989. Results from the Fourth Mathematics 

Assessment of the National Assessment of Educational Progress. ERIC. 

[168] Oskar Lindwall and Jonas Ivarsson. 2004. What makes the subject matter 

matter? Contrasting probeware with Graphs & Tracks. In Renderings & 

reasoning: Studying artifacts in human knowing, J Ivarsson (ed.). Universitatis 

Gothoburgensis, 115–143. Retrieved from https://telearn.archives-

ouvertes.fr/hal-00190383 

[169] Allison S. Liu and Christian D. Schunn. 2017. Applying math onto 

mechanisms: mechanistic knowledge is associated with the use of formal 

mathematical strategies. Cognitive Research: Principles and Implications 2, 1: 

1–13. https://doi.org/10.1186/s41235-016-0044-1 

[170] Lei Liu and Cindy E. Hmelo-Silver. 2009. Promoting complex systems 

learning through the use of conceptual representations in hypermedia. Journal 

of Research in Science Teaching 46, 9: 1023–1040. 

https://doi.org/10.1002/tea.20297 

[171] Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian Szegedy, Scott Reed, 



 

 

208 

 

Cheng Yang Fu, and Alexander C. Berg. 2016. SSD: Single shot multibox 

detector. Lecture Notes in Computer Science (including subseries Lecture 

Notes in Artificial Intelligence and Lecture Notes in Bioinformatics) 9905 

LNCS: 21–37. https://doi.org/10.1007/978-3-319-46448-0_2 

[172] Joanne Lobato, Amy Ellis, and Rose Mary Zbiek. 2010. Developing Essential 

Understanding of Ratios, Proportions, and Proportional Reasoning for 

Teaching Mathematics: Grades 6-8. ERIC. 

[173] John Loughran. 1994. Bridging the gap: An analysis of the needs of second-

year science teachers. Science Education 78, 4: 365–386. 

[174] Silvia B. Lovato, Anne Marie Piper, and Ellen A. Wartella. 2019. Hey Google, 

Do Unicorns Exist? 301–313. https://doi.org/10.1145/3311927.3323150 

[175] Michelle Lui, Alex C Kuhn, Alisa Acosta, Chris Quintana, and James D Slotta. 

2014. Supporting Learners in Collecting and Exploring Data from Immersive 

Simulations in Collective Inquiry. In Proceedings of the SIGCHI Conference 

on Human Factors in Computing Systems (CHI ’14), 2103–2112. 

[176] Eleanor Lutz. An Animated Guide to Breathing. Retrieved October 24, 2014 

from http://tabletopwhale.com/2014/10/24/3-different-ways-to-breathe.html 

[177] Donald E Lytle. 2003. Play and educational theory and practice. Greenwood 

Publishing Group. 

[178] Andrew Manches, Claire O’Malley, and Steve Benford. 2010. The role of 

physical representations in solving number problems: A comparison of young 

children’s use of physical and virtual materials. Computers and Education 54, 



 

 

209 

 

3: 622–640. https://doi.org/10.1016/j.compedu.2009.09.023 

[179] Florian Mannus, Jan Rubel, Clemens Wagner, Florian Bingel, and Andre 

Hinkenjann. 2011. Augmenting magnetic field lines for school experiments. 

2011 10th IEEE International Symposium on Mixed and Augmented Reality, 

October: 263–264. https://doi.org/10.1109/ISMAR.2011.6143893 

[180] Florian Mannus, Jan Rubel, Clemens Wagner, Florian Bingel, and Andre 

Hinkenjann. 2011. Augmenting magnetic field lines for school experiments. 

2011 10th IEEE International Symposium on Mixed and Augmented Reality: 

263–264. https://doi.org/10.1109/ISMAR.2011.6143893 

[181] Paul Marshall. 2007. Do tangible interfaces enhance learning? In Proceedings 

of the 1st international conference on Tangible and embedded interaction (TEI 

’07), 163–170. https://doi.org/10.1145/1226969.1227004 

[182] Audrey Mbogho, Lori L Scarlatos, Bedford Ave, and Magdalena Jaworska. 

2005. Teaching with Tangibles : A Tool for Defining Dichotomous Sorting 

Activities. Children. 

[183] Nicole M. McNeil and Linda Jarvin. 2007. When theories don’t add up: 

Disentangling the manipulatives debate. Theory into Practice 46, 4: 309–316. 

https://doi.org/10.1080/00405840701593899 

[184] Katherine L. McNeill, David J. Lizotte, Joseph Krajcik, and Ronald W. Marx. 

2006. Supporting students’ construction of scientific explanations by fading 

scaffolds in instructional materials. Journal of the Learning Sciences 15, 2: 

153–191. https://doi.org/10.1207/s15327809jls1502_1 



 

 

210 

 

[185] Emma M. Mercier and Steven E. Higgins. 2013. Collaborative learning with 

multi-touch technology: Developing adaptive expertise. Learning and 

Instruction 25: 13–23. Retrieved August 4, 2015 from 

http://www.sciencedirect.com/science/article/pii/S0959475212000850 

[186] Microsoft Research. Inside the brains of Xbox One Kinect (Kinect v2). 

Retrieved March 1, 2015 from https://youtu.be/ziXflemQr3A?t=1m47s 

[187] Matthew B. Miles, A. Michael Huberman, and Johnny Saldaña. 2013. 

Qualitative Data Analysis: A Methods Sourcebook. Sage Publications, Inc. 

Retrieved from 978-1452257877 

[188] R. Eric Miller and Murray E. Fowler. 2014. Fowler’s Zoo and Wild Animal 

Medicine, Volume 8. Elsevier Health Sciences. Retrieved September 21, 2015 

from https://books.google.com/books?id=llBcBAAAQBAJ&pgis=1 

[189] Rebecca Mitchell. 2011. Alien Contact!: Exploring teacher implementation of 

an augmented reality curricular unit. Journal of Computers in Mathematics and 

Science Teaching 30, 3: 271–302. 

[190] Korbinian Moeller, Ursula Fischer, Hans Christoph Nuerk, and Ulrike Cress. 

2015. Computers in mathematics education - Training the mental number line. 

Computers in Human Behavior 48: 597–607. 

https://doi.org/10.1016/j.chb.2015.01.048 

[191] Tom Moher, Brian Uphoff, Darshan Bhatt, Brenda Lopez Silva, and Peter 

Malcom. 2008. WallCology: Designing interaction affordances for learner 

engagement in authentic science inquiry. In Proceedings of the SIGCHI 



 

 

211 

 

Conference on Human Factors in Computing Systems, 163–172. Retrieved 

from http://dl.acm.org/citation.cfm?id=1357082 

[192] S Patricia Moyer, JJ Bolyard, and MA Spikell. 2002. What Are Virtual 

Manipulatives. Teaching children mathematics 8, 6: 372–377. Retrieved from 

http://courses.edtechleaders.org/documents/elemmath/manipulatives.pdf 

[193] Mitchell J Nathan and Candace Walkington. 2017. Grounded and embodied 

mathematical cognition: Promoting mathematical insight and proof using 

action and language. Cognitive Research: Principles and Implications 2, 1: 9. 

[194] National Council of Teachers of Mathematics. 2006. Curriculum focal points 

for Prekindergarten through Grade 8 Mathematics.  

[195] National Research Council. 2012. A Framework for K-12 Science Education: 

Practices, Crosscutting Concepts, and Core Ideas. The National Academies 

Press, Washington, DC. 

[196] National Science Teachers Association (NSTA). 2012. Next generation science 

standards.  

[197] NGSS Lead States. 2013. Next Generation Science Standards. Achieve, Inc. on 

behalf of the twenty-six states and partners that collaborated on the NGSS, 

November: 1–103. https://doi.org/10.17226/18290 

[198] Christiana T. Nicolaou, Iolile Nicolaidou, Zacharias Zacharia, and 

Constantinos P. Constantinou. 2007. Enhancing Fourth Graders’ Ability to 

Interpret Graphical Representations Through the Use of Microcomputer-Based 

Labs Implemented Within an Inquiry-Based Activity Sequence. Journal of 



 

 

212 

 

Computers in Mathematics and Science Teaching 26, 1: 75–99. Retrieved 

February 16, 2014 from http://www.editlib.org/p/21107/ 

[199] Leyla Norooz, Matthew L Mauriello, Anita Jorgensen, Brenna McNally, and 

Jon E Froehlich. 2015. BodyVis: A New Approach to Body Learning Through 

Wearable Sensing and Visualization. In Proceedings of the 33rd Annual ACM 

Conference on Human Factors in Computing Systems, 1025–1034. 

[200] National Council of Teachers of Mathematics. 2000. Principles and standards 

for school mathematics. National Council of Teachers of. 

[201] Seymour Papert. 1983. Mindstorms: Children, computers and powerful ideas. 

Basic Books, Inc. https://doi.org/10.1016/0732-118X(83)90034-X 

[202] Theodosios Pavlidis. 2012. Algorithms for graphics and image processing. 

Springer Science & Business Media. 

[203] John V. Pavlik and Frank Bridges. 2013. The Emergence of Augmented 

Reality (AR) as a Storytelling Medium in Journalism. Journalism and 

Communication Monographs 15, 1: 4–59. 

https://doi.org/10.1177/1522637912470819 

[204] Diane Pecher and Rolf A. Zwaan. 2005. Grounding Cognition: The Role of 

Perception and Action in Memory, Language, and Thinking. Cambridge 

University Press. Retrieved from 

https://books.google.com/books?hl=en&lr=&id=RaxTkckBnh4C&pgis=1 

[205] David E. Penner. 2000. Explaining systems: Investigating middle school 

students’ understanding of emergent phenomena. Journal of Research in 



 

 

213 

 

Science Teaching 37, 8: 784–806. https://doi.org/10.1002/1098-

2736(200010)37:8<784::AID-TEA3>3.0.CO;2-E 

[206] Kylie Peppler, Joshua Danish, Benjamin Zaitlen, Diane Glosson, Alexander 

Jacobs, and David Phelps. 2010. BeeSim: leveraging wearable computers in 

participatory simulations with young children. Proceedings of the 9th 

International Conference on Interaction Design and Children: 246–249. 

https://doi.org/10.1145/1810543.1810582 

[207] Haim Permuter, Joseph Francos, and Ian Jermyn. 2006. A study of Gaussian 

mixture models of color and texture features for image classification and 

segmentation. Pattern Recognition 39, 4: 695–706. 

https://doi.org/10.1016/j.patcog.2005.10.028 

[208] Inc. Photomath. 2018. Photomath. Retrieved from 

https://apps.apple.com/au/app/photomath/id919087726?ign-mpt=uo%3D4 

[209] Jean Piaget and Barbel Inhelder. 1967. The Child’s Conception of Space.  

[210] Remo Pillat, Arjun Nagendran, and Robb Lindgren. 2012. Design requirements 

for using embodied learning and whole-body metaphors in a mixed reality 

simulation game. In 2012 IEEE International Symposium on Mixed and 

Augmented Reality - Arts, Media, and Humanities (ISMAR-AMH ’12), 105–

106. https://doi.org/10.1109/ISMAR-AMH.2012.6484003 

[211] Ming-Zher Poh, Daniel J McDuff, and Rosalind W Picard. 2010. Non-contact, 

automated cardiac pulse measurements using video imaging and blind source 

separation. Opt. Express 18, 10: 10762–10774. 



 

 

214 

 

https://doi.org/10.1364/OE.18.010762 

[212] D M W Powers. 2011. Evaluation: From Precision, Recall and F-Measure To 

Roc, Informedness, Markedness & Correlation. Journal of Machine Learning 

Technologies ISSN 2, 1: 2229–3981. Retrieved from 

http://www.bioinfo.in/contents.php?id=51 

[213] Sara Price and Yvonne Rogers. 2004. Let’s get physical: The learning benefits 

of interacting in digitally augmented physical spaces. Computers & Education 

43, 1–2: 137–151. Retrieved September 14, 2015 from 

http://www.sciencedirect.com/science/article/pii/S0360131503001477 

[214] Sara Price, Mona Sakr, and Carey Jewitt. 2015. Exploring Whole-Body 

Interaction and Design for Museums. Interacting with Computers: iwv032. 

Retrieved January 19, 2016 from 

http://iwc.oxfordjournals.org/content/early/2015/09/25/iwc.iwv032.short 

[215] Sadhana Puntambekar and Roland Hübscher. 2005. Tools for Scaffolding 

Students in a Complex Learning Environment: What Have We Gained and 

What Have We Missed? Educational Psychologist 40, 1: 1–12. 

[216] Chris Quintana, Brian Reiser, Elizabeth Davis, Joseph Krajcik, Eric Fretz, 

Ravit Golan Duncan, Eleni Kyza, Daniel Edelson, and Elliot Soloway. 2004. A 

Scaffolding Design Framework for Software to Support Science Inquiry. The 

Journal of the Learning Sciences 13, 3: 337–386. 

https://doi.org/10.1207/s15327809jls1303_4 

[217] Chris Quintana, Brian J. Reiser, Elizabeth a. Davis, Joseph Krajcik, Eric Fretz, 



 

 

215 

 

Ravit Golan Duncan, Eleni Kyza, Daniel Edelson, and Elliot Soloway. 2009. A 

scaffolding design framework for software to support science inquiry. Journal 

of the Learning Sciences 13, May 2014: 37–41. 

https://doi.org/10.1207/s15327809jls1303 

[218] Judy R., Jablon, and Michael Wilkinson. 2006. Using Engagement Strategies 

to Facilitate Children’s Learning and Success. YC Young Children: 12–16. 

[219] Iulian Radu. 2014. Augmented reality in education: A meta-review and cross-

media analysis. Personal and Ubiquitous Computing 18, 6: 1533–1543. 

https://doi.org/10.1007/s00779-013-0747-y 

[220] Iulian Radu and Blair Macintyre. 2012. Using Children ’ s Developmental 

Psychology to Guide Augmented-Reality Design and Usability. IEEE 

International Symposium on Mixed and Augmented Reality 2012: 227–236. 

https://doi.org/10.1109/ISMAR.2012.6402561 

[221] Ali Sharif Razavian, Hossein Azizpour, Josephine Sullivan, and Stefan 

Carlsson. 2014. CNN features off-the-shelf: An astounding baseline for 

recognition. IEEE Computer Society Conference on Computer Vision and 

Pattern Recognition Workshops: 512–519. 

https://doi.org/10.1109/CVPRW.2014.131 

[222] Michael J. Reiss, Sue Dale Tunnicliffe, Annemarie Møller Andersen, Amauri 

Bartoszeck, Graça S. Carvalho, Shao-Yen Chen, Ruth Jarman, Stefán Jónsson, 

Viola Manokore, Natalya Marchenko, Jane Mulemwa, Tatyana Novikova, Jim 

Otuka, Sonia Teppa, and Wilhelmina Van Roy. 2002. An international study of 



 

 

216 

 

young peoples’ drawings of what is inside themselves. Journal of Biological 

Education 36, 2: 58–64. Retrieved February 14, 2014 from 

http://www.tandfonline.com.proxy-

um.researchport.umd.edu/doi/abs/10.1080/00219266.2002.9655802#.Uv5Qmfl

dV8F 

[223] Alexander Repenning, Andri Ioannidou, and Jonathan Phillips. 1999. 

Collaborative use & design of interactive simulations. Proceedings of the 1999 

conference on Computer support for collaborative learning CSCL 99: 59-es. 

https://doi.org/10.3115/1150240.1150299 

[224] M. Resnick. 1996. StarLogo: An environment for decentralized modeling and 

decentralized thinking. Conference Companion on Human Factors in 

Computing Systems (CHI ’96): 11–12. https://doi.org/10.1145/257089.257095 

[225] Mitchel Resnick. 1996. Beyond the Centralized Mindset. Journal of the 

Learning Sciences 5, 1: 1–22. https://doi.org/10.1207/s15327809jls0501_1 

[226] Paul Resta and Thérèse Laferrière. 2007. Technology in support of 

collaborative learning. Educational Psychology Review 19, 1: 65–83. 

[227] Teresa Restivo, Fátima Chouzal, José Rodrigues, Paulo Menezes, and J. 

Bernardino Lopes. 2014. Augmented reality to improve STEM motivation. 

IEEE Global Engineering Education Conference, EDUCON, April: 803–806. 

https://doi.org/10.1109/EDUCON.2014.6826187 

[228] Glenda Revelle. 2013. Applying developmental theory and research to the 

creation of educational games. New directions for child and adolescent 



 

 

217 

 

development 2013, 139: 31–40. Retrieved January 20, 2016 from 

http://www.ncbi.nlm.nih.gov/pubmed/23483691 

[229] Bethany Rittle-Johnson and Kenneth R. Koedinger. 2005. Designing 

knowledge scaffolds to support mathematical problem solving. Cognition and 

Instruction 23, 3: 313–349. https://doi.org/10.1207/s1532690xci2303_1 

[230] Laurence T Rogers. 1995. The computer as an aid for exploring graphs. School 

Science Review 76: 31. 

[231] Elisa Romano, Lyzon Babchishin, Linda S. Pagani, and Dafna Kohen. 2010. 

School readiness and later achievement: Replication and extension using a 

nationwide Canadian Survey. Developmental Psychology 46, 5: 995–1007. 

https://doi.org/10.1037/a0018880 

[232] Eric Rosenbaum, Eric Klopfer, and Judy Perry. 2007. On location learning: 

Authentic applied science with networked augmented realities. Journal of 

Science Education and Technology 16, 1: 31–45. 

https://doi.org/10.1007/s10956-006-9036-0 

[233] Meagan Rothschild and Caroline C Williams. 2015. Apples and coconuts: 

Young children ‘Kinect-ing’with mathematics and Sesame Street. In Digital 

Games and Mathematics Learning. Springer, 123–139. 

[234] Brent Royuk and David W. Brooks. 2003. Cookbook Procedures in MBL 

Physics Exercises. Journal of Science Education and Technology 12, 3: 317–

324. Retrieved February 16, 2014 from 

http://link.springer.com/article/10.1023/A:1025041208915 



 

 

218 

 

[235] David W. Russell, Keith B. Lucas, and Campbell J. McRobbie. 2004. Role of 

the microcomputer-based laboratory display in supporting the construction of 

new understandings in thermal physics. Journal of Research in Science 

Teaching 41, 2: 165–185. Retrieved March 6, 2014 from 

http://doi.wiley.com/10.1002/tea.10129 

[236] Johnny Saldaña. 2012. The Coding Manual for Qualitative Researchers. SAGE 

Publications Ltd. 

[237] John R Savery. 2015. Overview of problem-based learning: Definitions and 

distinctions. Essential readings in problem-based learning: Exploring and 

extending the legacy of Howard S. Barrows 9: 5–15. 

[238] Geoffrey B Saxe. 2015. Culture and cognitive development: Studies in 

mathematical understanding. Psychology Press. 

[239] Lori L. Scarlatos. 2006. Tangible math. Interactive Technology and Smart 

Education 3, 4: 293–309. https://doi.org/10.1108/17415650680000069 

[240] Bertrand Schneider, Paulo Blikstein, and Wendy Mackay. 2012. Combinatorix: 

Tangible user interface that supports collaborative learning of probabilities. ITS 

’12 Proceedings of the 2012 ACM international conference on Interactive 

tabletops and surfaces: 129–132. https://doi.org/10.1145/2396636.2396656 

[241] Bertrand Schneider, Patrick Jermann, Guillaume Zufferey, and Pierre 

Dillenbourg. 2011. Benefits of a tangible interface for collaborative learning 

and interaction. IEEE Transactions on Learning Technologies 4, 3: 222–232. 

https://doi.org/10.1109/TLT.2010.36 



 

 

219 

 

[242] Douglas Schuler and Aki Namioka. 1993. Participatory design: Principles and 

practices. CRC Press. 

[243] Reneé S Schwartz and Barbara A Crawford. 2006. Authentic scientific inquiry 

as context for teaching nature of science: Identifying critical element. In 

Scientific inquiry and nature of science. Springer, 331–355. 

[244] D Selvianiresa and S Prabawanto. 2017. Contextual Teaching and Learning 

Approach of Mathematics in Primary Schools Contextual Teaching and 

Learning Approach of Mathematics in Primary Schools. International 

Conference on Mathematics and Science Education (ICMScE). 

[245] Kyoung-Hye Seo and Herbert P Ginsburg. 2004. What is developmentally 

appropriate in early childhood mathematics education? Lessons from new 

research. Engaging young children in mathematics: Standards for early 

childhood mathematics education: 91–104. 

[246] Carlos Serrano-Cinca, Yolanda Fuertes-Callén, and Cecilio Mar-Molinero. 

2005. Motivating Project-based Learning: Sustaining the DOing, Supporting 

the Learning. Decision Support Systems 38, 557–573. 

https://doi.org/10.1016/j.dss.2003.08.004 

[247] Daniel Short. 2012. Teaching scientific concepts using a virtual world—

Minecraft. Teaching Science-the Journal of the Australian Science Teachers 

Association 58, 3: 55. 

[248] Tobias Sielhorst, Tobias Obst, Rainer Burgkart, Robert Riener, and Nassir 

Navab. 2004. An Augmented Reality Delivery Simulator for Medical Training. 



 

 

220 

 

International Workshop on Augmented Environments for Medical Imaging - 

MICCAI Satellite Workshop: 11–20. https://doi.org/10.1007/s11517-007-0231-

9 

[249] Nishu Singla. 2014. Motion Detection Based on Frame Difference Method. 

International Journal of Information & Computation Technology 4, 15: 1559–

1565. Retrieved from 

http://www.ripublication.com/irph/ijict_spl/ijictv4n15spl_10.pdf 

[250] Ray Smith, Ray Smith, and Google Inc. 2007. An overview of the Tesseract 

OCR Engine. In Ninth International Conference on Document Analysis and 

Recognition (ICDAR 2007), 629--633. 

https://doi.org/https://doi.org/10.1109/ICDAR.2007.4376991 

[251] Scott S Snibbe and Hayes S Raffle. 2009. Social Immersive Media: Pursuing 

Best Practices for Multi-user Interactive Camera/Projector Exhibits. In 

Proceedings of the SIGCHI Conference on Human Factors in Computing 

Systems (CHI ’09), 1447–1456. https://doi.org/10.1145/1518701.1518920 

[252] HÅKan Sollervall. 2012. Collaborative Mathematical Inquiry With Augmented 

Reality. Research & Practice in Technology Enhanced Learning 7, 3: 153–

173. Retrieved from 

http://ezproxy.lib.swin.edu.au/login?url=http://search.ebscohost.com/login.asp

x?direct=true&db=ehh&AN=90546527&site=ehost-live&scope=site 

[253] Kyohyun Song, Gunhee Kim, Inkyu Han, Jeongyoung Lee, Ji-Hyung Park, and 

Sungdo Ha. 2011. CheMO. Proceedings of the 2011 annual conference 



 

 

221 

 

extended abstracts on Human factors in computing systems - CHI EA ’11: 

2305. https://doi.org/10.1145/1979742.1979907 

[254] Sofoklis Sotiriou and Franz X. Bogner. 2011. Visualizing the Invisible: 

Augmented Reality as an Innovative Science Education Scheme. Advanced 

Science Letters 1, 1: 114–122. https://doi.org/10.1166/asl.2008.012 

[255] Sharon Spall. 1998. Peer debriefing in qualitative research: Emerging 

operational models. Qualitative Inquiry 4, 2: 280–292. 

https://doi.org/10.1177/107780049800400208 

[256] Kurt D Squire and Mingfong Jan. 2007. Mad City Mystery : Developing 

Scientific Argumentation Skills with a Place-based Augmented Reality Game 

on Handheld Computers. 16, 1. https://doi.org/10.1007/s10956-006-9037-z 

[257] Gerry Stahl. 2003. What We Know About CSCL in Higher Education.  

[258] Chris Stauffer and W.E.L Grimson. 1999. Adaptive Background Mixture 

Models for Real-time Tracking. In Proceedings. 1999 IEEE Computer Society 

Conference on Computer Vision and Pattern Recognition (Cat. No PR00149), 

246–252. 

[259] William Struck and Randy Yerrick. 2009. The Effect of Data Acquisition-

Probeware and Digital Video Analysis on Accurate Graphical Representation 

of Kinetics in a High School Physics Class. Journal of Science Education and 

Technology 19, 2: 199–211. Retrieved January 24, 2014 from 

http://link.springer.com/10.1007/s10956-009-9194-y 

[260] Jennifer Suh and Patricia S Moyer. 2007. Developing students’ 



 

 

222 

 

representational fluency using virtual and physical algebra balances. Journal of 

Computers in Mathematics and Science Teaching 26: 155. Retrieved from 

http://www.editlib.org/index.cfm?fuseaction=Reader.ViewFullText&paper_id

=22799 

[261] Hideyuki Suzuki and Hiroshi Kato. 1995. Interaction-level support for 

collaborative learning: AlgoBlock—an open programming language. The first 

international conference on Computer support for collaborative learning - 

CSCL ’95, 349–355. https://doi.org/10.3115/222020.222828 

[262] Satoshi Suzuki and Keiichi A. be. 1985. Topological structural analysis of 

digitized binary images by border following. Computer Vision, Graphics and 

Image Processing 30, 1: 32–46. https://doi.org/10.1016/0734-189X(85)90016-

7 

[263] The United States Department of Education. 2016. STEM 2026: A Vision for 

Innovation in STEM Education. U.S. Department of Education Workshop: 55. 

Retrieved from https://innovation.ed.gov/files/2016/09/AIR-

STEM2026_Report_2016.pdf 

[264] R. K. Thornton and D. R. Sokoloff. 1990. Learning motion concepts using 

real-time microcomputer-based laboratory tools. American Journal of Physics 

58: 858–867. https://doi.org/10.1119/1.16350 

[265] Robert Tinker. 2000. History of Probeware. Retrieved from 

http://www.concord.org/sites/default/files/pdf/probeware_history.pdf 

[266] Seth Tisue and Uri Wilensky. 2004. Netlogo: A simple environment for 



 

 

223 

 

modeling complexity. Conference on Complex Systems: 1–10. 

https://doi.org/10.1109/ICVD.2004.1261037 

[267] Velislava Tzaneva and Steve F Perry. 2010. The control of breathing in 

goldfish (Carassius auratus) experiencing thermally induced gill remodelling. 

The Journal of experimental biology 213, 21: 3666–3675. 

[268] Unity Technologies. 2019. Unity3D.  

[269] Unity Technologies. 2019. Unity3D. Retrieved from https://unity.com/ 

[270] Swaroop S Vattam, Ashok K Goel, Spencer Rugaber, Cindy E Hmelo-silver, 

Steven Gray, and Suparna Sinha. 2011. Understanding Complex Natural 

Systems by Articulating Structure-Behavior- Function Models. Educational 

Technology & Society , Special Issue on Creative Design 14, 1: 66–81. 

[271] Judtih A. Vessey, Karin Bannerot Braithwaite, and Marie Widemann. 1990. 

Teaching Children About Their Internal Bodies. Pediatric Nursing 16, 1: 29–

33. 

[272] Lev Semenovich Vygotsky, Robert W Rieber, and Marie J Hall. 1998. The 

collected works of LS Vygotsky, Vol. 5: Child psychology. Plenum Press. 

[273] Anita A. Wager and Amy Noelle Parks. 2018. Through Play Through Play. 

March: 31–36. 

[274] Aditi Wagh, Kate Cook-Whitt, and Uri Wilensky. 2017. Bridging inquiry-

based science and constructionism: Exploring the alignment between students 

tinkering with code of computational models and goals of inquiry. Journal of 

Research in Science Teaching 54, 5: 615–641. 



 

 

224 

 

https://doi.org/10.1002/tea.21379 

[275] Candace Walkington, Geoffrey Chelule, Dawn Woods, and Mitchell J Nathan. 

2019. Collaborative gesture as a case of extended mathematical cognition. The 

Journal of Mathematical Behavior. 

[276] Malcolm Welch, David Barlex, and Hee Sook Lim. 2000. Sketching: Friend or 

foe to the novice designer? International Journal of Technology and Design 

Education 10, 2: 125–148. 

[277] David Wheeler. 1982. Mathematization Matters. For the Learning of 

Mathematics 3, 1: 45–47. Retrieved from http://flm-

journal.org/Articles/710C1E323C3DBE0C9B8579E0A526C4.pdf 

[278] Whittlejam.com. Pocket Tutor for Math. Retrieved December 2, 2018 from 

https://www.youtube.com/watch?v=znxsorac0Ns 

[279] Wanty Widjaja. 2013. the Use of Contextual Problems To Support. IndoMS-

JME 4, 2: 151–159. 

[280] Monica Wijers, Vincent Jonker, and Paul Drijvers. 2010. MobileMath: 

Exploring mathematics outside the classroom. ZDM - International Journal on 

Mathematics Education 42, 7: 789–799. https://doi.org/10.1007/s11858-010-

0276-3 

[281] Uri Wilensky and New Orleans. 2002. Participatory Simulations : Envisioning 

the networked classroom as a way to support systems learning for all Presented 

at the Annual meeting of the American Educational Research. Network. 

[282] Uri Wilensky and Walter Stroup. 1999. Learning Through Participatory 



 

 

225 

 

Simulations: Network-based Design for Systems Learning in Classrooms. In 

Proceedings of the 1999 Conference on Computer Support for Collaborative 

Learning (CSCL ’99). Retrieved from 

http://dl.acm.org/citation.cfm?id=1150240.1150320 

[283] M Wilkerson-Jerde, B Gravel, and C Macrander. 2013. SiMSAM: An 

integrated toolkit to bridge student, scientific, and mathematical ideas using 

computational media. In Proceedings of the international conference of 

computer supported collaborative learning (CSCL 2013), 379–381. 

[284] Michelle H. Wilkerson-Jerde, Brian E. Gravel, and Christopher A. Macrander. 

2015. Exploring Shifts in Middle School Learners’ Modeling Activity While 

Generating Drawings, Animations, and Computational Simulations of 

Molecular Diffusion. Journal of Science Education and Technology 24, 2–3: 

396–415. https://doi.org/10.1007/s10956-014-9497-5 

[285] Michelle Wilkerson-Jerde, Aditi Wagh, and Uri Wilensky. 2015. Balancing 

Curricular and Pedagogical Needs in Computational Construction Kits: 

Lessons From the DeltaTick Project. Science Education 99, 3: 465–499. 

https://doi.org/10.1002/sce.21157 

[286] Margaret Wilson. 2002. Six views of embodied cognition. Psychonomic 

Bulletin & Review 9, 4: 625–636. https://doi.org/10.3758/BF03196322 

[287] Hsin-kai Wu, Silvia Wen-yu Lee, Hsin-yi Chang, and Jyh-chong Liang. 2013. 

Current status, opportunities and challenges of augmented reality in education. 

Computers & Education 62: 41–49. 



 

 

226 

 

https://doi.org/10.1016/j.compedu.2012.10.024 

[288] Jason C. Yip, Kiley Sobel, Xin Gao, Allison Marie Hishikawa, Alexis Lim, 

Laura Meng, Romaine Flor Ofana, Justin Park, and Alexis Hiniker. 2019. 

Laughing is scary, but farting is cute a conceptual model of children’s 

perspectives of creepy technologies. Conference on Human Factors in 

Computing Systems - Proceedings: 1–15. 

https://doi.org/10.1145/3290605.3300303 

[289] Z. C. Zacharia. 2007. Comparing and combining real and virtual 

experimentation: An effort to enhance students’ conceptual understanding of 

electric circuits. Journal of Computer Assisted Learning 23, 2: 120–132. 

https://doi.org/10.1111/j.1365-2729.2006.00215.x 

[290] Telmo Zarraonandia, Ignacio Aedo, Paloma D\’\iaz, and Alvaro Montero. 

2013. An augmented lecture feedback system to support learner and teacher 

communication. British Journal of Educational Technology 44, 4: 616–628. 

[291] Zephyr Inc. 2014. Zephyr BioHarness 3: Model BH3. Retrieved from 

http://www.zephyranywhere.com/products/bioharness-3/ 

[292] Bolei Zhou, Hang Zhao, Xavier Puig, Tete Xiao, Sanja Fidler, Adela Barriuso, 

and Antonio Torralba. 2019. Semantic Understanding of Scenes Through the 

ADE20K Dataset. International Journal of Computer Vision 127, 3: 302–321. 

https://doi.org/10.1007/s11263-018-1140-0 

[293] Juntang Zhuang, Junlin Yang, Lin Gu, and Nicha Dvornek. 2019. Shelfnet for 

fast semantic segmentation. Proceedings - 2019 International Conference on 



 

 

227 

 

Computer Vision Workshop, ICCVW 2019: 847–856. 

https://doi.org/10.1109/ICCVW.2019.00113 

[294] Andrew A. Zucker, Robert Tinker, Carolyn Staudt, Amie Mansfield, and Shari 

Metcalf. 2007. Learning Science in Grades 3–8 Using Probeware and 

Computers: Findings from the TEEMSS II Project. Journal of Science 

Education and Technology 17, 1: 42–48. 

[295] Andrew A. Zucker, Robert Tinker, Carolyn Staudt, Amie Mansfield, and Shari 

Metcalf. 2007. Learning Science in Grades 3–8 Using Probeware and 

Computers: Findings from the TEEMSS II Project. Journal of Science 

Education and Technology 17, 1: 42–48. Retrieved January 23, 2014 from 

http://link.springer.com/10.1007/s10956-007-9086-y 

[296] Oren Zuckerman, Saeed Arida, and Mitchel Resnick. 2005. Extending tangible 

interfaces for education. In Proceedings of the SIGCHI conference on Human 

factors in computing systems  - CHI ’05 (CHI ’05), 859. 

https://doi.org/10.1145/1054972.1055093 

[297] Oren Zuckerman, T Grotzer, and K Leahy. 2006. Flow blocks as a conceptual 

bridge between understanding the structure and behavior of a complex causal 

system. In Proceedings of the 7th international conference on Learning 

sciences, 880–886. 

[298] 2018. OpenCVSharp. Retrieved from https://github.com/shimat/opencvsharp 

 


	Dedication
	Acknowledgements
	Table of Contents
	List of Tables
	List of Figures
	List of Abbreviations
	Chapter 1: Introduction
	1. 1 Research Approach and Overview
	1. 1. 1 SharedPhys: Physiological Sensing, Large-screen Visualization, and Whole-body Interaction for Collaborative Inquiry
	1. 1. 2 ProtoypAR: Prototyping and Simulating Complex Systems with Paper Craft
	1. 1. 3 ARMath: Mathematizing Everyday Objects

	1. 2 Research Contributions
	1. 3 Dissertation Outline

	Chapter 2:  Background and Related Work
	2. 1 Theoretical Foundations
	2. 1. 1 Personally Relevant Learning
	2. 1. 2 Computer-Supported Collaborative Inquiry Learning
	2. 1. 3 Complex Systems Learning
	2. 1. 4 Mathematization
	2. 1. 5 Embodied Learning

	2. 2 AR Learning Systems
	2. 2. 1 Design Space
	2. 2. 2 User Interaction
	2. 2. 3 Learning Affordances
	2. 2. 4 Challenges

	2. 3 Interactive STEM Learning Systems
	2. 3. 1 Sensor-based Learning System
	2. 3. 2 Modeling and Simulation-based Learning System
	2. 3. 3 Hybrid Mathematics Learning System


	Chapter 3:   SharedPhys- Combining Live Physiological Sensing, Whole-body Interaction, and Large-screen Visualizations to Support Shared Inquiry Experiences.
	3. 1 Participatory Design
	3. 1. 1 Participatory Design Ideas and Themes

	3. 2 Three Prototypes: Magic Mirror, Moving Graphs, and Animal Avatar
	3. 2. 1 Prototype 1: Magic Mirror
	3. 2. 2 Prototype 2: Moving Graphs
	3. 2. 3 Prototype 3: Animal Avatar

	3. 3 Implementation
	3. 4 Evaluation
	3. 4. 1 Data and Analysis
	3. 4. 2 Findings

	3. 5 Discussion
	3. 6 Summary

	Chapter 4: PrototypAR- Prototyping and Simulating Complex Systems with Paper Craft and Augmented Reality.
	4. 1 Participatory Design
	4. 1. 1 Session 1: Children’s Interaction with PrototypAR
	4. 1. 2 Session 2: Children’s Design Ideas
	4. 1. 3 Session 3: Challenges and Scaffolds for Learning

	4. 2 System Design
	4. 2. 1 Lo-fi Prototyping Interface
	4. 2. 2 AR Scaffolds for Prototyping
	4. 2. 3 Virtual Simulations

	4. 3 Implementation
	4. 3. 1 Object Recognition and Model Building Sub-System
	4. 3. 2 Model Assessment Engine
	4. 3. 3 Design Manager
	4. 3. 4 Experiment Manager
	4. 3. 5 4.3.5 Software Implementation
	4. 3. 6 Demo Applications

	4. 4 Evaluation
	4.4.1 Data and Analysis
	4.4.2 Findings

	4. 5 Discussion
	4. 6 Summary

	Chapter 5: ARMath- Mathematizing Everyday Objects
	5. 1 Participatory Design
	5. 1. 1 Participatory Design (PD) with STEM Teachers
	5. 1. 2 Participatory Design with Children

	5. 2 5.2 System Design: Perception, Problem Generation, Interaction, and Scaffold
	5. 2. 1 Perception engine
	5. 2. 2 Problem generator
	5. 2. 3 Interaction engine
	5. 2. 4 Scaffolding Engine
	5. 2. 5 Software Implementation

	5. 3 Application Modules
	5. 4 Evaluation
	5. 4. 1 Data and Analysis
	5. 4. 2 Findings

	5. 5 Discussion
	1. 1 Summary

	Chapter 6: Conclusion
	6. 1 Research Contributions
	6. 1. 1 Formative Contributions
	6. 1. 1. 1 The Potential of AR for STEM Learning
	6. 1. 1. 2 Challenges of AR-based Learning
	6. 1. 1. 3 Design Considerations

	6. 1. 2 The SharedPhys System
	6. 1. 3 The PrototypAR System
	6. 1. 4 The ARMath System

	6. 2 Future Work
	6. 2. 1 Design tools for AR
	6. 2. 2 Immersive AR
	6. 2. 3 User Interaction Techniques
	6. 2. 4 Evaluation of Learning Effect


	Appendices
	Bibliography

