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Figure 1: We introduce StreetViewAI, a new accessible streetscape mapping prototype for blind users featuring a multimodal 
context-aware AI and accessible controls. Above, a StreetViewAI screenshot showing an interactive view of San Francisco on 
top of a grassy hill. The right pane shows (a) a screen-reader accessible AI-generated description and (b) a context-aware AI 
chat interface where the user can ask open-ended questions about the scene and local geography—in this case, about how to get 
to the nearby houses and available pedestrian infrastructure (e.g., the presence of crosswalks and curb ramps). The user can use 
keyboard or voice commands to pan the view or move between GSV panoramas. See video demo. 

Abstract 
Interactive streetscape mapping tools, such as Google Street View 
(GSV) and Meta Mapillary, allow users to virtually navigate the 
world and plan travel in unprecedented ways, yet remain funda-
mentally inaccessible to blind users. We introduce StreetViewAI, a 
new accessible street view prototype that uses multimodal AI, acces-
sible controls, and audio UI, enabling users to examine destinations, 
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engage in open-world exploration, and virtually tour the world. We 
present the design of StreetViewAI and preliminary findings from 
a lab evaluation with 11 blind participants. 
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Figure 2: StreetViewAI’s AI Describer provides context-aware descriptions across diverse recreational, urban, and residential 
scenes. In the screenshots, notice how AI Describer concisely overviews the scene, including geographic and visual details but 
also offers mobility-related information for blind navigation (e.g., road type, potential obstacles, lack of railing at the canal). 

1 Introduction 
Interactive, digital maps have transformed how people plan travel 
and move about the world yet are historically inaccessible [8]. 
Recent work has enhanced the accessibility of traditional two-
dimensional maps using audio descriptions and spatialized au-
dio [10, 21, 23], tactile representations [6, 14, 15, 24], and dynamic 
haptic feedback [7, 26, 37]. Despite significant progress, an entire 
class of digital maps remains inaccessible: streetscape mapping 
tools such as Google Street View (GSV) [11], Meta Mapillary [20] 
and Apple Look Around [1]. These interactive tools enable users 
to virtually navigate and experience real-world environments via 
immersive 360° imagery but remain fundamentally inaccessible to 
blind users due to their reliance on visual panoramas, lack of textual 
descriptions, and inaccessible controls. 

In this demo paper, we introduce StreetViewAI (Figure 1), a new, 
accessible street view prototype using context-aware, real-time 
AI and accessible navigation controls. With StreetViewAI, users 
can interactively pan and move between panoramic images, learn 
about nearby roads, intersections, and places, hear real-time AI 
descriptions, and dynamically converse with a live, multimodal 
AI agent about the scene and local geography. StreetViewAI was 
designed iteratively, drawing on the experiences of two blind team 
members and literature in accessible first-person gaming [3, 27, 34], 
mixed-reality [5, 13], and mapping [17, 21, 23, 28]. To evaluate 
StreetViewAI, we conducted a lab study with 11 blind participants 
finding that participants could effectively use the accessible con-
trols and AI to virtually navigate streetscapes. Participants favored 
using the context-aware AI Chat Agent to ask situated questions 
rather than triggering general, AI-generated scene descriptions. 
Key challenges also emerged, including reconciling users’ mental 
models of pedestrian navigation vs. car-based streetscape imagery, a 
tendency to over-trust AI output, and the difficulty of synthesizing 
rich, panoramic, spatial information into concise audio. 

During the ASSETS’25 session, we will showcase StreetViewAI 
and allow attendees to virtually visit locations of their choice and 

interact with the multimodal AI (via text or speech). As the first 
accessible street view tool, our work advances research in acces-
sible maps, contributes new methods to accessibly converse with 
a context-aware AI agent about street scenes, and helps identify 
emergent challenges with accessible geospatial AI. 

2 The StreetViewAI Prototype 
To design and build StreetViewAI, we followed an iterative, human-
centered design process that included nine co-design sessions with 
our two blind co-authors and feedback from professional designers 
and engineers with expertise in interactive maps and AI-based 
mixed-reality. We built StreetViewAI to be natively self-voicing but 
we also follow web standards for screen reader accessibility. Below, 
we describe key components. See also the video demo. 

2.1 Virtual Navigation with StreetViewAI 
Users interact with StreetViewAI either via keyboard interactions 
or voice. At any point, the user can trigger an AI description or 
chat with the AI agent. For example, after taking a virtual step, the 
user can hit Alt + D to hear an AI-generated summary of their 
current view. We support two types of avatar-based control within 
GSV: panning and movement. 

Panning. The user can pan left and right in 45° increments using 
the arrow keys, respectively. We fix the pitch (vertical pan) 
to 0° so the user view is roughly at eye level. As the user pans, 
StreetViewAI immediately voices the current heading as a cardinal 
or intercardinal direction (e.g., “Now facing: North” or “Northeast” ), 
expresses whether the user can move forward along that heading 
and, if so, to what road address, and also explains whether the user 
is now facing a nearby place. When the user’s heading shifts, we 
describe places in front of the user—within a 45° angle of the current 
heading and a maximum distance of 35 meters. 

Taking a step. If a nearby pano is available at the current head-
ing, the user can take a virtual “step” using the arrow or move 
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Figure 3: A system diagram of AI Chat showing the multimodal input, AI chat interaction, and AI-based command subsystem. 

backward with . These steps are approximately 5-15 meters 
depending on the GSV pano distribution in that region. If no pano 
exists along the current heading, StreetViewAI voices an available 
movements status message (also triggerable by Alt + M ), which 
expresses possible movements. After taking a step, StreetViewAI 
describes the movement type (e.g., step, jump), how far the user trav-
eled, key geographic information (e.g., nearby places), and previous 
visits to the specific pano. For brevity, we only voice information 
that changes from the previous pano. The list of nearby places uses 
relative positions (e.g., “The Braille Library is now on your left and 
25 meters away.” ) 

Jumping. In addition to “stepping”, the user can also jump along 
their current heading by 70 meters (230 feet) or to the nearest 
intersection, whichever comes first. After jumping, we generate a 
similar status message as a “step.” 

Teleporting. Finally, the user can teleport by searching for and 
selecting a specific place or address in the “search box” field. Once 
a new destination is selected, we virtually “teleport” the user to the 
closest nearby pano. Crucially, to help orient the user upon landing, 
we automatically adjust the POV to point to the destination. 

2.2 AI Subsystems 
In addition to navigation, the user can invoke one of three AI sub-
systems built with Google Gemini [31]: AI Describer, AI Chat, and 
AI Tour Guide, each which use custom prompts. Unlike traditional 
AI-based image description tools [18, 22, 35], our AI models are 
multimodal and input relevant contextual information about the 
user, surrounding geography, and the image itself. Specifically, our 
AI models accept three inputs: (1) an optional user profile describ-
ing vision level and mobility needs; (2) a formatted list of auto-
generated geographic elements, including current heading, address, 
and nearby places; (3) the user’s current view as a 640x640 image. 

AI Describer. Invoked by Alt + D , AI Describer combines 
the three data components above with a custom multimodal LLM 
prompt that asks the model to “describe street view scenes for people 
who are blind or have low vision” and to focus on eight specific areas, 
including spatial relationships and navigational cues relevant to a 
blind pedestrian. The prompt also enumerates guidelines such as 

using clear and concise language, a consistent from of reference, 
and to limit descriptions to two or three sentences. See Figure 2. 

AI Chat Agent. The AI Chat Agent allows for conversational in-
teractions about the user’s current and past views as well as nearby 
geography (Figure 3). The agent uses Google’s Multimodal Live 
API [12], which supports real-time interaction, function calling, 
and retains memory of all interactions within a single session. When 
the user initiates a chat either via typing ( Alt + C ) or speaking 
( Alt + Spacebar ), we track and send each pan or movement inter-
action along with the user’s current view and geographic context 
(e.g., nearby places, current heading). The context window is set 
to a maximum of 1,048,576 input tokens, which is roughly equiva-
lent to over 4k input images. To help the user discover features in 
the scene, we also seed the chat interface with three scene-based 
questions (e.g., see Figure 2). Additionally, we support a small list 
of avatar controls via AI Chat commands such as turning, stepping, 
and jumping. These commands can be spoken or typed. 

AI Tour Guide. Finally, the AI Tour Guide functions similarly 
to AI Describer but changes the MLLM prompt to act as an “expert 
tour guide for blind or low-vision virtual tourists.” , including his-
torical facts, cultural significance, architectural styles, interesting 
anecdotes, and nearby popular attractions. See Figure 4. 

3 User Study 
To evaluate StreetViewAI and explore the potential for accessible, 
AI-driven street view experiences, we conducted an in-person lab 
study with eleven blind participants (6 men, 5 women, aged 20–66+). 
All participants used white canes for navigation and screen readers 
for computing. While most had experience with digital mapping 
tools and some familiarity with AI applications like Be My AI [4], 
none had previously used streetscape imagery tools. The 1.5-2 hour 
sessions comprised a formative interview on navigation and tech-
nology use, a system tutorial followed by point-of-interest (POI) 
investigations at three distinct unfamiliar locations (a bus stop, play-
ground, and restaurant), two open-world navigation tasks in pre-
selected areas, and a concluding debrief interview. Data collection 
methods included audio/video recordings, client-side interaction 
logs, researcher observations, and Likert-scale questionnaires. 
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Figure 4: The AI Tour Guide employs a specialized prompt directing the MLLM to act as an “expert tour guide for blind virtual 
tourists.” In this screenshot, the user is virtually touring the Treasury of Petra also known as “Al-Khazneh.” The AI Tour Guide 
describes the look of the treasury, its architecture and history, the presence of two camels adorned with colorful saddles, and 
recommends two other nearby places (the Royal Tombs and the Monastery). 

Overall, participants reacted positively to StreetViewAI and used 
it to move to 356 panos, make 568 heading changes, and 1,053 AI re-
quests (136 AI Describer and 917 AI Chats). All eleven participants 
completed the POI investigations and 10/11 completed at least one 
open-world navigation task. As P10 said, “Most navigation systems 
can get you to the last 5-10 feet but this helps you get to a door and 
even describes that door” and P1, “If I’m going to a place, I can famil-
iarize myself first from my home.” During the post-study debrief, 
participants rated the overall usefulness of StreetViewAI as 6.4/7 
(Median=7; SD=0.9) and all wanted to use the system as a product, if 
available (Avg=6.6; Med=7; SD=0.8). While participants found value 
in StreetViewAI, relied heavily on its AI features, and adeptly com-
bined virtual world navigation with AI interactions, they struggled 
with maintaining spatial orientation, distinguishing the veracity 
of AI responses, and determining StreetViewAI’s knowledge limits 
(e.g., access to transit schedules, restaurant menus). See our full 
paper for details [9]. 

4 Discussion and Conclusion 
In this demo paper, we introduced StreetViewAI, a new, accessi-
ble street view prototype with context-aware, real-time AI and 
accessible navigation controls. Below, we reflect on limitations and 
opportunities for future work. 

Accuracy and Trust. Participants exhibited a high-level of 
trust in StreetViewAI. However, as other scholars have empha-
sized [16, 25, 36], it is difficult to discern hallucinations from truth— 
StreetViewAI seems just as confident about both. Future work 
should explore how to frame AI-generated descriptions, informed 
by guidelines in Explainable AI. 

Data Discrepancies. StreetViewAI draws primarily on two 
data sources: geographic databases of road, place, and address in-
formation (which is typically up-to-date and trustworthy) and AI-
generated descriptions about the scene and local geography (which 
can depend on outdated street view imagery and imperfect infer-
ences). However, when contradictions arose, users again had no 
way to discern truth. Such discrepancies can impact spatial mental 
models and travel planning. 

Future Work. Beyond the above, we propose five key areas 
of future work: (1) support origin-to-destination route previewing 
with easy-to-use controls that provide BLV users with an accessible 
overview of the walking experience; (2) enhancing the AI chat agent 
to support questions beyond the current (and past) views and by pro-
viding additional geographic data sources (e.g., transit schedules); (3) 
using spatialized audio or haptics to provide non-verbal cues about 
distances, object locations, or other information (drawing on ac-
cessible navigation tools [21, 23, 32], VR techniques [19, 29, 30, 33], 
and audio games [2, 27]); (4) more robustly evaluating the MLLM’s 
spatial understanding across geographic contexts and scenarios; 
(5) a deployment study to examine what questions BLV users ask 
during open-ended natural usage. 

Conclusion. In conclusion, our work introduces AI-driven ac-
cessibility support for an emergent class of previously inaccessible 
mapping tools: immersive streetscape imagery. Our ASSETS’25 
demo will invite attendees to use StreetViewAI, visit locations of 
their choice, and interact with our context-aware AI subsystems. 
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